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Abstract

Generative AI (GenAI) technologies such as ChatGPT are changing
the ways people interact with information. To illustrate, popular
search engines (e.g., Google) have started integrating responses
from GenAI tools with the traditional search results. In this paper,
we explore the integration of GenAI technology with traditional
search in the context of a learning-oriented task. We report on a
between-subjects study (𝑁 = 40) in which participants completed a
complex, learning-oriented search task. Participants were assigned
to one of two conditions. In the SearchOnly condition, partici-
pants used a traditional web search system to gather information.
In the Search+Chat condition, participants used an experimental
system that combined a traditional web search component and
an interactive GenAI-based chat component (Chat AI). The study
investigated seven research questions. RQ1-RQ3 focused on differ-
ences between groups: (RQ1) post-task perceptions, (RQ2) search
behaviors, and (RQ3) learning outcomes. To measure learning, par-
ticipants completed a multiple-choice test before the search task,
immediately after, and one week later (to measure retention). RQ4-
RQ7 delved deeper into participants’ behaviors and experiences
in the Search+Chat condition: (RQ4) motivations for (and gains
from) engaging with the Chat AI; (RQ5) the phases during which
participants engaged with the Chat AI; (RQ6) the types of queries
issued to each component; and (RQ7) perceptions about the infor-
mation returned by each component.
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1 Introduction

Our research in this paper lies at the intersection of Generative AI
(GenAI) and search-as-learning (SAL). GenAI technologies such as
ChatGPT have revolutionized the ways people interact with infor-
mation. People can interact with GenAI technologies as standalone
services. However, GenAI technologies are also being integrated
into existing search systems. For example, Google has begun to
show GenAI-based responses above the search results. Information
retrieval (IR) researchers have also argued that GenAI tools should
not be seen as a replacement for traditional search systems. Instead,
we should consider how GenAI tools can be integrated into tradi-
tional search systems to support users with complex information-
seeking tasks [36]. In this paper, we explore the integration of a
GenAI-based chat with a standard web search interface. Specifically,
we explore this integration in the context of a complex, learning-
oriented search task.

SAL research explores how people use search systems to learn.
SAL studies have focused on a wide range of topics, for example:
(1) understanding the contexts in which people search to learn; (2)
understanding factors that may impact learning during search; (3)
understanding search behaviors that predict learning during search;
and (4) understanding how experimental tools can encourage and
support learning during search. Our research in this paper belongs
to this final category—tools to support learning during search.

SAL studies have explored how different tools and features can
support learning, including note-taking tools [11, 28, 29], visual-
izations [8, 20, 30], goal-setting tools [34, 35], and self-assessment
tools [32]. To our knowledge, however, no SAL study has explored
the integration of GenAI-based chat and traditional web search
to support learning during search. Here, there are several open
questions. How does this integration impact perceptions, search
behaviors, and learning outcomes? How do searchers engage with
an embedded GenAI-based chat? Specifically, when do they en-
gage, for what reasons, and what do they gain? Are there specific
needs that prompt users to engage with one component versus the

https://doi.org/10.1145/3698204.3716446
https://doi.org/10.1145/3698204.3716446


CHIIR ’25, March 24–28, 2025, Melbourne, VIC, Australia Yuyu Yang, Kelsey Urgo, Jaime Arguello, and Robert Capra

other? How do users evaluate the information provided by each
component in terms of its quality (e.g., accuracy and credibility)?

GenAI tools are already being used by people (e.g., students)
to support their learning [7, 18, 26]. Outside of SAL, studies have
explored the impact of standalone GenAI tools on learning and
have found mixed results. Some studies have found positive effects
on learning [1, 23, 41] and others have found the opposite [4, 19]. In
light of these findings, it is important to understand how learning
is impacted by the integration of GenAI-based chat and traditional
web search.

In this paper, we report on a study in which participants (𝑁 = 40)
were asked to complete a learning-oriented search task. Partici-
pants were asked to learn about the biological concepts of diffusion
and osmosis. The study employed a between-subjects design, and
participants were assigned to one of two system conditions (20 par-
ticipants per condition). In the SearchOnly condition, participants
used a standard web search system. In the Search+Chat condi-
tion, participants used an experimental system that integrated a
standard web search component and a GenAI-based chat compo-
nent referred to as Chat AI. In both conditions, participants were
given 40 minutes to gather information using the assigned sys-
tem and take notes. To measure learning, participants completed a
multiple-choice test called the Osmosis and Diffusion Conceptual
Assessment (ODCA) [10] before the search task, immediately after,
and one week later (to measure retention). The study investigated
seven research questions. RQ1-RQ3 focus on differences between
participant groups (i.e., SearchOnly versus Search+Chat). Ad-
ditionally, to gain insights about the effects of integrating search
and Chat AI, RQ4-RQ7 focus on participants’ motivations, gains,
and behaviors in the Search+Chat condition. Our seven research
questions are as follows:

• RQ1:What were the effects of the system condition on partici-
pants’ post-task perceptions?

• RQ2:What were the effects of the system condition on partici-
pants’ search behaviors?

• RQ3:What were the effects of the system condition on partici-
pants’ learning outcomes?

• RQ4: In the Search+Chat condition, what were participants’
motivations for engaging with the Chat AI and what did they
gain from engaging with the Chat AI?

• RQ5: In the Search+Chat condition, during which phases did
participants decide to engage with the Chat AI and why?

• RQ6: In the Search+Chat condition, what types of queries did
participants issue to the Chat AI component versus the web
search component of the system?

• RQ7: In the Search+Chat condition, what were participants’
perceptions of the information returned by the Chat AI compo-
nent versus the web search component of the system?

Our results found several interesting trends. First, in terms of
post-task perceptions (RQ1), we did not find significant differences
between groups. Second, in terms of search behaviors (RQ2), partici-
pants in the Search+Chat condition spent more time on the search
interface (versus reading documents) and engaged less with the
search results in the web search component of the system. Third, in
terms of learning outcomes (RQ3), participants in the Search+Chat

condition showed greater improvements in their ODCA scores im-
mediately after the search task. However, these improvements were
less pronounced one week later. Finally, our close examination of
participants’ behaviors in the Search+Chat condition found that
participants: (RQ4) engaged with the Chat AI to ask specific ques-
tions, to avoid searching, to get easy-to-understand information,
and to save time and energy; (RQ5) used the Chat AI during all
the five phases that we asked about; (RQ6) issued different types
of queries to the Chat AI versus web search component; and (RQ7)
had less trust in the information returned by the Chat AI versus
web search component.

2 Related Work

2.1 Tools to Support Learning during Search

SAL studies have explored how different search tools can support
learning during search, including: (1) note-taking tools, (2) visual-
izations, (3) goal-setting tools, and (4) self-assessment tools.

Note-taking Tools: Freund et al. [11] investigated the effects of
different reading environments on reading comprehension. Partici-
pants had better learning outcomes when they read documents in
plain text versus HTML, which included distracting elements (e.g.,
ads). However, participants had similar learning outcomes when
provided with tools to highlight text and make “sticky notes”. Roy
et al. [29] investigated the effects of two tools on learning. One tool
enabled participants to highlight text and see a summary of their
highlights. A second tool enabled participants to take notes. Access
to either tool improved learning. However, access to both tools did
not improve learning, possibly due to cognitive overload. Qiu et al.
[28] assigned participants to one of four conditions. One manipula-
tion involved having participants use a text-based conversational
search interface versus a traditional search interface. A second ma-
nipulation involved having participants take notes versus not take
notes. Participants had the greatest knowledge gains when using
the standard search interface and instructed to take notes.

Visualizations: Kammerer et al. [20] investigated the effects
of a search system that enabled participants to filter results using
social tags. Participants had better learning outcomes with the ex-
perimental system versus a baseline system without tags. Câmara
et al. [8] developed a visualization that presented participants with
their coverage of topics explored during the session. With the visu-
alization, participants explored more topics but did so superficially
and did not have better learning outcomes. Salimzadeh et al. [30]
found that displaying entity cards on the SERP did not improve
learning.

Goal-setting Tools: Urgo and Arguello [34] experimented with
a tool called the Subgoal Manager (SM). The tool was designed
to help searchers break apart a learning objective into specific
subgoals and take notes with respect to each subgoal. The study
had three conditions. In one condition, participants used the SM
with prepopulated subgoals. In a second condition, participants used
the SM and set their own subgoals. In a third condition, participants
were not told anything about subgoals and used a simple text editor
to take notes. Participants had slightly better learning outcomes
when they used the SM and set their own subgoals. In a follow-up
study [35], participants were assigned to one of two conditions. In
one condition, participants used the SM and set their own subgoals.
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In a second condition, participants were not told anything about
subgoals and used a simple text editor to take notes. Participants
had better learning outcomes in the SM condition, particularly
in terms of retention. A qualitative analysis of search sessions
revealed that participants in the SM condition engaged in more self-
regulated learning processes like activating their prior knowledge
and monitoring their progress.

Self-Assessment Tools: Syed et al. [32] experimented with
a reading environment that dynamically prompted participants
to answer questions about paragraphs read during the session,
predicted using eye-tracking. The study included conditions that
prompted participants to answer manually curated questions and
automatically generated questions. Prompting participants to an-
swer questions (manually curated or automatically generated) im-
proved knowledge retention. However, this was only true for par-
ticipants with low prior knowledge. Additionally, participants had
better learning outcomes with automatically generated questions
because they were more specific.

Our study extends this prior work by experimenting with a
search interface that combined traditional web search with a gen-
erative AI tool.

2.2 Generative AI & Learning

Generative AI (GenAI) tools are already being used by students
in the learning process [7, 18, 26]. However, little is known about
the effects of GenAI tools on learning. In the learning sciences and
education, researchers are beginning to explore these effects with
a handful of studies. The results of these studies are complex and
open questions remain. For instance, some studies have found that
GenAI tools have positive effects on learning outcomes [1, 23, 41]
and other studies have found the opposite [4, 19].

As an example of a study with positive effects, Yilmaz and
Karaoglan Yilmaz [41] explored the effects of a GenAI tool on
students’ motivations, self-efficacy (i.e., confidence in completing a
task), and computational thinking skills. Students completed weekly
programming practices with or without ChatGPT. Students who
used ChatGPT had higher levels of motivation, self-efficacy, and
computation thinking skills. However, the study did not objectively
measure learning.

On the other hand, as an example of a study with negative effects,
Bastani et al. [4] had nearly 1,000 student participants complete
math practice problems in one of three conditions: (1) ChatGPT, (2)
GPT Tutor, and (3) baseline (no GenAI support). In the GPT Tutor
condition, for each practice problem, ChatGPT was prompted with:
(1) the correct answer to the problem; (2) common misconceptions
about the problem; and (3) instructions to only provide hints and
not the answer. After the practice problems, participants completed
a closed-notes exam. Performance on the practice problems was
highest in the GPT Tutor condition, followed by ChatGPT and
baseline conditions. However, performance on the examwas similar
in the GPT Tutor and baseline conditions and lowest in the ChatGPT
condition. These results suggest that guardrails may be necessary
for GenAI tools to support learning.

2.3 Generative AI & Search

Several studies have examined why users switch between tradi-
tional search engines and GenAI tools. Zhou and Li [44] found

that users abandon traditional search systems when the retrieved
information does not align with the task goals and due to informa-
tion overload. Additionally, they found that users turn to GenAI
tools because they provide well-structured, concise information
and allow for interactive exchanges. However, these findings were
based on online questionnaires rather than observations of real-
time behavior.

Yen et al. [40] explored how programmers decide between tra-
ditional search systems and GenAI tools during problem-solving
tasks. They found that programmers prefer traditional search when
domain knowledge is low and when the task is amorphous (vs. well-
defined). Additionally, web search is often used to validate the
correctness of GenAI results. Again, these findings emerged from
interviews rather than observations of real-time behavior.

Other work has investigated how systems can integrate GenAI-
based features into a search environment to support the information-
seeking process. Liu et al. [22] investigated the Selenite system,
which uses LLMs to generate overviews and suggestions for decision-
making in unfamiliar domains. Participants completed tasks faster
and identified more relevant criteria with Selenite compared to
traditional web search. However, without an objective measure of
learning, what users internalized and learned remains unclear.

Park et al. [25] developed ChoiceMates, which allows users to
engage with multiple LLM-powered agents offering diverse per-
spectives. Results found that participants explored more diverse
viewpoints and made more confident decisions than with tradi-
tional web search. Additionally, participants noted that interacting
with different agents helped with avoiding multiple searches.

Zheng et al. [43] created DiscipLink to support interdisciplinary
information seeking. DiscipLink helps users explore literature across
diverse fields by generating exploratory questions and organizing
retrieved papers. Users reported that the system facilitated deeper
exploration of unfamiliar topics and was particularly valuable in
early-stage research. Participants also noted that the system helped
them to generate ideas for future studies.

In prior work [6], we conducted a small study (𝑁 = 10) with a
system that also integrated traditional web search and GenAI-based
chat. The interface in our Search+Chat condition was inspired
by this system. After completing tasks, participants reported using
chat for concise answers but expressed uncertainty about trusting
its responses, particularly when they had low prior knowledge. Our
current study in this paper builds upon Capra and Arguello [6] by
comparing against a baseline condition (SearchOnly), including
more participants (enabling statistical comparisons), investigating
the effects on learning and retention, and focusing on additional
aspects—analyzing the phases during which participants engaged
with the chat component and the types of queries issued to each
component (search vs. chat).

3 Methods

To investigate RQ1-RQ7, we conducted a between-subjects remote
study with 40 participants. Participants were assigned to one of
two conditions: SearchOnly or Search+Chat (Section 3.2). The
study was conducted over the Zoom videoconferencing platform.
Participants were recruited through an opt-in mailing list of un-
dergraduates at our university. The study was approved by our
university’s Institutional Review Board (IRB).
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Our 40 participants were aged 18-46 and the median age was 20.
Twenty-seven identified as female, 9 as male, and 4 as non-binary. In
terms of highest level of biology course completed, 1 had completed
a biology course at the 8th grade level or lower, 23 had completed a
high school course, and 16 had completed an undergraduate course.
Finally, participants in both conditions were asked about their use
of GenAI tools such as ChatGPT. Two participants reported using
GenAI tools multiple times a day, 12 multiple times a week, 12
multiple times a month, and 14 only a few times ever.
3.1 Study Protocol

First, after signing a consent form, participants completed a de-
mographics questionnaire. Then, participants watched a video de-
scribing the study. Next, to capture their prior knowledge about
diffusion and osmosis, participants completed a validated, multiple
choice test called the Osmosis and Diffusion Conceptual Assess-
ment (ODCA) (Section 3.5). After this, participants were shown the
task description and were asked to read it aloud (Section 3.3). Then,
participants completed a pre-task questionnaire about their percep-
tions of the task (Section 3.4). Next, participants watched a video
introducing the system associated with their assigned condition.
During the SearchOnly condition, the video demonstrated features
of the web search component. During the Search+Chat condition,
the video demonstrated features of the web search component and
the Chat AI component. It also explained how the web search and
Chat AI components were interconnected (Section 3.2). Participants
then completed the main learning-oriented search task (Section 3.3).
During the task, participants were asked to gather information and
take notes. Participants were provided with a custom-built note-
taking tool resembling a standard text editor. Participants were
given 40 minutes to work on the main task and were notified by the
moderator when they had 5 minutes remaining. Next, participants
completed a post-task questionnaire about their experience dur-
ing the main search task. Finally, to measure learning, participants
completed the ODCA again (post-task). Participants were given a
US$30 Amazon gift card for completing this phase of the study. To
measure retention, one week after the study session, participants
were emailed a link to complete the ODCA a third time. Participants
were instructed to complete the ODCA within 48 hours. Partici-
pants were given a US$10 Amazon gift card for completing the
retention ODCA, and all participants completed it.

3.2 System Conditions

Participants were assigned to one of two conditions: SearchOnly
and Search+Chat. We start by describing the Chat AI-integrated
search interface in the Search+Chat condition.

Figure 1 illustrates the interface in the Search+Chat condition.
During the Search+Chat condition, participants used an experi-
mental system that included a search component on the left and
a Chat AI component on the right. The task description was dis-
played at the top of the interface (A) for reference. The web search
component was implemented using the Bing Web Search API and
enabled participants to issue queries (B) and get back web results
(C). The interface displayed 10 results per page and included pag-
ination controls at the bottom (not shown in Figure 1). The Chat
AI component was implemented using the OpenAI GPT-3.5-Turbo
API.

To encourage participants to engage with the Chat AI compo-
nent, we connected the web search and Chat AI components in
several ways. First, queries issued to the web search component
were also issued to the Chat AI component. We prompted ChatGPT
to produce a paragraph of background information about the query
and also to return a brief list of important related concepts. This
feature is illustrated in Figure 1. In response to the query “diffusion”
issued to the web search component (B), the Chat AI component
automatically displays a definition of “diffusion” (D) and a list of
related concepts (E) (e.g., “passive transport”, “osmosis”, “concen-
tration gradient” , etc.). Second, the related concepts displayed in
the Chat AI output were designed to be clickable. Clicking a related
concept resulted in: (1) the concept being issued as query to the
web search component—producing a new set of web results—and
(2) the concept being issued to the Chat AI component—producing
a new paragraph of background information about the concept and
a new set of clickable related concepts.

Participants could also interact with the Chat AI component by
asking direct questions. For example, as shown in Figure 1, one
might ask a follow-up question (F) about previous information
returned by the Chat AI component (D & E).

As described in Section 3.1, participants were provided with
a custom-built tool (not shown in Figure 1) to take notes while
searching and learning. A “show notes” button (H) on the interface
opened the note-taking tool in a new browser window. The note-
taking tool saved changes automatically.

The interface in the SearchOnly condition looked exactly the
same, but did not include the Chat AI component. As per Figure 1,
it only included elements (A), (B), (C), and (H) as described above.

3.3 Search Task

Participants completed the following learning-oriented search task,
which included a scenario to contextualize the task and an explicit
learning objective.

Scenario: One of your family members is a high school senior
who is about to take an important biology exam. Your family mem-
ber has told you that she is struggling to understand the concepts
of diffusion and osmosis and has asked for your help.

Learning Objective: Your goal is to use this search system
to learn everything you can about the concepts of diffusion and
osmosis. After searching and gathering information, you will be
asked to answer some questions about both diffusion and osmosis.

3.4 Pre- & Post-task Questionnaire

Participants completed a pre- and post-task questionnaire before
and after the main search task. In both questionnaires, participants
responded to agreement statements on a 7-point scale ranging from
strongly disagree (1) to strongly agree (7). The full text of both
questionnaires is available online.

Pre-task Questionnaire: Participants in both conditions com-
pleted the same pre-task questionnaire. Participants completed the
pre-task questionnaire before knowing any details about the system
they would use to complete the task. The pre-task questionnaire
asked about: (1) interest in the task (1 item), (2) prior knowledge (3
items), (3) expected difficulty (4 items), and (4) a priori determinabil-
ity (6 items). A priori determinability relates to the extent to which

https://sites.google.com/view/chiir25-searchpluschat/appendix
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Figure 1: Search+Chat interface. (A) - learning-oriented search task; (B) - search field; (C) - search results; (D) - AI-generated

response; (E) - query-related concepts; (F) - participant follow-up question; (G) - chat field; and (H) - button to open notes editor.

aspects of the task are known in advance (e.g., requirements, goals,
strategies for completion, etc.) [5]. The groups of items for prior
knowledge, expected difficulty, and a priori determinability had
high internal consistency (Cronbach’s 𝛼 ≥ .80). Therefore, groups
of responses were averaged to form three composite measures.

Post-task Questionnaire: The post-task questionnaire was or-
ganized into three parts. The first part asked about: (1) interest
increase (1 item), (2) knowledge increase (3 items), and difficulty (4
items). The groups of items for knowledge increase and difficulty
had high internal consistency (Cronbach’s 𝛼 ≥ .79). Therefore,
groups of responses were averaged to form two composite mea-
sures.

The second part of the post-task questionnaire asked about the
extent to which participants perceived to have engaged in different
cognitive and metacognitive activities: (1) setting goals, (2) deciding
how to begin the search, (3) connecting new information to existing
knowledge, (4) relating topics, (5) comparing different explanations
of similar ideas, (6) deciding when new information matched previ-
ously encountered information, (7) tracking progress toward their
goals, (8) gauging their understanding of information, (9) judging
whether information was useful, and (10) evaluating their approach
to the task. These items were analyzed individually.

The third part of the post-task questionnaire was different de-
pending on the system condition. In the SearchOnly condition,
participants were asked whether the information returned by the
web search system was perceived as: (1) factual, (2) trustworthy,

(3) accurate, (4) up-to-date, (5) reliable, (6) credible, and (7) unbi-
ased. In the Search+Chat condition, participants were asked these
seven questions about the web search component and were also
asked the same seven questions about the information returned by
the Chat AI component of the system. The questionnaire included
screenshots of the web search and Chat AI components to ensure
that participants knew which component we were asking about.

Finally, participants in the Search+Chat condition were asked
three open-ended questions about their engagement with the Chat
AI component of the system. The first two questions asked about
their motivations for engaging with the Chat AI and what they
gained from the Chat AI. The third question asked participants
if they engaged with the Chat AI during specific phases of the
task and, if so, to provide examples. Participants were provided
with the following phases/descriptions: (1) initiation—getting an
initial understanding of the task; (2) planning—deciding how to
approach the task; (3) pursuing—searching for specific information;
(4) verifying—verifying the accuracy, completeness, or credibility
of information already found; and (5) stalling—feeling stuck and
unsure about what to do next.

3.5 Learning Assessment

To measure prior knowledge, learning, and retention, participants
completed the multiple-choice Osmosis and Diffusion Conceptual
Assessment (ODCA) [10] before the search task, immediately after
the task, and one week later. The ODCA includes 18 questions about
diffusion and osmosis. The questions are organized in pairs. Each
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pair contains a knowledge question and a reasoning question. The
knowledge question is designed to assess the test taker’s compre-
hension of specific concepts and processes. The reasoning question
is designed to assess the test taker’s justification for their answer to
the knowledge question. In other words, the knowledge question
focuses on “what?” and the reasoning question focuses on “why?”.

The ODCA was used for two reasons. First, it was developed
with the help of expert biology faculty and targets common mis-
conceptions that students have about diffusion and osmosis [10].
Second, the ODCA is a valid and reliable instrument. ODCA items
have been found to have high internal consistency across student
cohorts [10]. The ODCA is also included in our online appendix.

To measuring learning, we used participants’ pre- and post-task
scores on the ODCA to compute normalized gain:

Normalized Gain =
(PostScore − PreScore)

(1 − PreScore) , (1)

where PreScore and PostScore are the percentage of correct an-
swers in the pre- and post-task ODCA, respectively. Similarly, to
measure retention, we used the same normalization. That is, we used
Equation 1 but replaced PostScore with RetScore—the percentage of
correct answers in the retention ODCA. This type of normalization
is common in education research [16] and search-as-learning stud-
ies [12, 39, 42]. Normalized gain accounts for participants’ prior
knowledge based on their pre-task scores. It answers the question:
“Of the percentage a participant could have gained, what percentage
did they actually gain?” On rare occasions, the normalized gain can
be a negative value (i.e., PostScore < PreScore). This can happen,
for example, if participants guess correctly on the pre-test and not
the post-test.

3.6 Search Behaviors

RQ2 investigated the effects of the system condition on participants’
search behaviors. To this end, we logged participants’ interactions
with both systems and computed the following measures:
(1) Number of web search queries.
(2) Number of abandoned web search queries.
(3) Number of web results clicked.
(4) Average rank of web results moused over.
(5) Time (seconds) to the first web result clicked in the session.
(6) Average time (seconds) between each web search query and the

first web result clicked for the query (if any).
(7) Completion time.
(8) Time spent on web pages (minutes).
(9) Time spent on the search interface (minutes).
(10) Time spent taking notes (minutes).
(11) Length of notes taken (words).

The above measures were available in both system conditions.
Several measures need additional clarification. In the Search+Chat
condition, measure #1 excludes queries issued to the Chat AI compo-
nent and related concepts clicked from the Chat AI output; measures
#5 and #6 consider only web results clicked (not related concepts in
the Chat AI output); and measure #9 considers the amount of time
participants spent on the interface, which included both the web
search and Chat AI components.

3.7 Analysis of Queries

To address RQ6, we analyzed all queries issued by participants in
Search+Chat condition directly to either the web search compo-
nent or Chat AI component of the system. These exclude queries
associated with clicks on the related concepts displayed on the Chat
AI output, which automatically triggered a web search and Chat AI
query. In total, the 20 participants assigned to the Search+Chat
condition issued 301 queries. Of these, 131 were issued to the web
search component and 170 were issued to the Chat AI component.
To understand the context of each query, each search session was
represented as a sequence of timestamped events (i.e., queries and
clicks).

Our analysis of queries in the Search+Chat condition proceeded
as follows. First, all authors independently analyzed all queries from
four participants. Each author developed their own coding scheme
based on interesting phenomena observed. Next, all authors met
and developed a coding guide with codes, definitions, and examples.
Most of our codes (12 out of 14) were designed to be mutually
exclusive and were associated with the participant’s intent (e.g.,
the participant was looking for a definition or an example of a
concept). Two of our codes were designed to be orthogonal to
the participant’s intent. In some cases, participants issued queries
requesting information in a specific format (e.g., “bulleted list of
notes about diffusion and osmosis”). Additionally, in some cases,
participants issued queries that assumed the system’s awareness
of the context (e.g., “how does temperature impact that”). After
developing our coding guide, two of the authors (referred to as A1
& A2) independently coded 100% of the data. Across our mutually
exclusive codes (12/14), agreement was high (Cohen’s 𝜅 = 0.821).
Agreement varied for our two orthogonal codes. Agreement was
high for coding queries that leveraged the search session history
(𝜅 = 0.849). Agreement was low for coding queries that requested
information in a specific format (𝜅 = 0.215). This low agreement
was mostly due to this code being rare (it only occurred 8 times)
and to A1 & A2 disagreeing about “test questions” being a specific
format. Finally, all authors met to discuss and resolve all cases where
A1&A2 disagreed. Ultimately, we decided that “test questions” are a
specific format. The following list describes our codes and provides
examples.

• Overview: The query mentions a single concept, suggesting that
the participant wants a general overview (e.g., “diffusion”)

• Definition: The participant wants a definition of a concept by
including terms like “definition” or “define” (e.g., “osmosis defini-
tion”).

• Explanation/Clarification: The participant wants to under-
stand the outcome of a process (e.g., “how does dye disperse in
water”) or wants to resolve a point of confusion (e.g., “is diffusion
active or passive movement?”).

• Differentiate Concepts: The participant wants to understand
the similarities/differences between concepts (e.g., “difference
between osmosis and diffusion”, “solvent vs solute vs solution”).

• Cause and Effect: The participant wants to understand a causal
relation (e.g., “concentration gradient impact on diffusion”).

• Hypothesis Verification: The participant wants to verify a
specific hypothesis or proposition. The query could be answered
with a simple yes or no (e.g., “does movement stop in diffusion”).

https://sites.google.com/view/chiir25-searchpluschat/appendix
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• Examples: The participant requests examples of a concept or
process (e.g., “what is an example of osmosis?”).

• Representation Retrieval: The participant requests a specific
representation, such as an graphic or video (e.g., “diagram of
osmosis”).

• Simplification: The participant wants a simplified version of
specific information (e.g., “Can you give this to me in layman’s
terms?”).

• Generate Ideas: The participant wants ideas about things to
search for (e.g., “now that I know [...] what else can I learn?”).

• Verbatim Task: The participant issues a query with text copied
and pasted from the task description.

• Test Knowledge: The participant wants to test their knowledge
(e.g., “sample questions on diffusion and osmosis”).

• Use of Context: The participant issues a follow-up query that
leverages the history of interaction with the system (e.g., “why
does this happen?”).

• Specific Format: The participant wants textual information in
a specific format (e.g., “make a list of similarities and differences
between diffusion and osmosis.”)

3.8 Analysis of Open-ended Responses

In the Search+Chat condition, the post-task questionnaire asked
participants three open-ended questions about their motivations
for engaging with the Chat AI, gains obtained from the Chat AI,
and the phases during which they engaged with the Chat AI.

To address RQ4, responses to the first two questions about moti-
vations and gains were analyzed as follows. Participants responded
similarly to both questions. That is, participants commented on
engaging with the Chat AI because they wanted XYZ and com-
mented on gaining XYZ. Therefore, we analyzed responses to both
questions together. Three of the authors independently analyzed
all responses and came up with individual sets of themes. Then,
all authors met to develop a cohesive set of 15 total themes. How-
ever, several themes overlapped with: (1) our information-seeking
phases for RQ5 (see Section 3.4) and (2) our query codes for RQ6
(see Section 3.7). To reduce redundancy, we limited our analysis to
the five remaining themes that did not overlap with RQ5 and RQ6.
These are described in Section 4.5. To generate counts (i.e., number
of participants who commented on each theme), one of the authors
assigned themes to responses.

Finally, to address RQ5, we manually segmented participants’
responses based on the five phases that we explicitly asked about: (1)
initiation, (2) planning, (3) pursuing, (4) verifying, and (5) stalling.

3.9 Statistical Analysis

RQ1-RQ3 focused on differences between conditions. Most of our
dependent variables were not normally distributed. Therefore, we
decided to use non-parametric Mann-Whitney U tests to check for
statistically significant differences between groups. In addition to
reporting 𝑝-values, we report U statistic values. Our U statistic
values can be interpreted as the “number of pairwise wins” by par-
ticipants in the Search+Chat condition versus participants in the
SearchOnly condition. Given that we had 20 participants in each
condition, our U statistic values are in the range 0 to 400 (20 × 20).
Values closer to 200 (the midpoint) imply no significant differences

between groups, and values closer to 0 or 400 imply the opposite.
In RQ6, we investigate whether participants in the Search+Chat
condition issued different types of queries to the web search versus
Chat AI component of the system. Here, we used chi-squared tests
to check for significant differences in counts. Finally, in RQ7, we
investigate whether participants in the Search+Chat condition
perceived differences in the quality of information returned by the
web search versus Chat AI component of the system. Since these
are paired comparisons, we used Wilcoxon signed rank tests to
check for statistically significant differences. Given the exploratory
nature of our study, all tests were two-tailed tests. RQ4 and RQ5
did not involve significance testing.

4 Results

In the following sections, we present our results for RQ1-RQ7. To
conserve space, with one exception (learning retention), we only
include figures for outcome measures with significant or marginally
significant differences. All figures are box plots. In the text, we
use𝑀sc and𝑀so to denote the median for the Search+Chat and
SearchOnly condition, respectively.

4.1 Prior Knowledge & Pre-task Perceptions

Before presenting results for RQ1-RQ7, we report on differences in
prior knowledge and pre-task perceptions between groups. Given
the between-subjects nature of our study, we were curious about
differences between participants assigned to each condition.

To measure their prior knowledge, participants completed the
multiple-choice ODCA at the beginning of the study session. Prior
knowledge was measured based on the percentage of ODCA ques-
tions answered correctly (out of 18). Differences in prior knowledge
were not statistically significant (𝑀sc = 0.50,𝑀so = 0.61,𝑈 = 152.5,
𝑝 = .201).

After reading the task description, participants completed a pre-
task questionnaire about their perceptions of the task (i.e., interest,
prior knowledge, expected difficulty, and a priori determinabil-
ity). Here, we found two significant differences. Participants in
the Search+Chat condition reported having less prior knowledge
about diffusion and osmosis (𝑀sc = 2.00, 𝑀so = 2.50, 𝑈 = 122,
𝑝 = .034) and expected the task to be more difficult (𝑀sc = 3.75,
𝑀so = 3.13, 𝑈 = 281.5, 𝑝 = .028). Participants completed the
pre-task questionnaire before receiving any information about the
system they would use to complete the task. Thus, these differences
are due to the random assignment of participants to conditions.

To summarize, objectively speaking, participants in both condi-
tions had similar levels of prior knowledge based on their perfor-
mance on the pre-task ODCA. Due to random chance, participants
in the Search+Chat condition perceived to know less about the
subject of the task and expected the task to be more difficult. How-
ever, we do not believe that these differences impacted our RQ1-RQ3
results, which focused on differences between groups. First, while
significant, these differences in perceptions are small (i.e., differ-
ences in median values are about half a point on a 7-point scale).
Second, as discussed next in Section 4.2, participants reported sim-
ilar levels of knowledge increase and experienced difficulty after
completing the task.
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4.2 RQ1: Post-task Perceptions

After the task and before the post-task ODCA, participants com-
pleted a post-task questionnaire. Here, we focus on questions that
were common to both conditions. These included questions about
participants’ perceptions of: (1) interest increase, (2) knowledge
increase, (3) difficulty, (4) engagement in specific cognitive and
metacognitive activities, and (5) the quality of information returned
by the web search component. We did not find significant differ-
ences for any of these perceptions.

4.3 RQ2: Search Behaviors

To address RQ2, we compared the search behaviors described in
Section 3.6 between system conditions. Six differences between
groups were statistically significant and are shown in Figures 2a-2f.
Participants in the Search+Chat condition: (a) clicked on fewer
web search results (𝑀sc = 5, 𝑀so = 9.5, 𝑈 = 98, 𝑝 = .006); (b)
took longer to click on the first web search result in the session
(𝑀sc = 18.72, 𝑀so = 7.26, 𝑈 = 331, 𝑝 = .003); (c) took longer to
click on the first web search result after each web search query
(𝑀sc = 20.23,𝑀so = 7.93,𝑈 = 379, 𝑝 < .001); (d) had more “shallow”
mouseovers (𝑀sc = 1.92, 𝑀so = 2.87, 𝑈 = 137, 𝑝 = .042); (e) spent
more time on the SERP (𝑀sc = 10.1,𝑀so = 3.96,𝑈 = 345, 𝑝 < .001);
and (f) spent less time viewing pages (𝑀sc = 13.18, 𝑀so = 21.35,
𝑈 = 117, 𝑝 = .026).

The results above suggest that participants in the Search+Chat
condition engaged less with the results returned by the web search
component, but spent more time on the SERP. As might be expected,
this is because they engaged with the Chat AI component of the
system. Participants issued an average of 8.5 (𝑆.𝐷. = 6.8) queries
directly to the Chat AI component and clicked on an average of 2.15
(𝑆.𝐷. = 2.23) related concepts from the Chat AI output. Out of the
20 Search+Chat participants, 19/20 issued at least one chat query,
13/20 clicked at least one related concept, and 20/20 interacted with
the chat in some way. Two participants did not click on a single web
search result and engaged exclusively with the Chat AI component.

4.4 RQ3: Learning Outcomes

To address RQ3, we analyzed participants’ performance on the
ODCA taken immediately after the search task and one week later
(to measure retention). Learning and retention was measured using
normalized gain (Equation 1), which accounts for prior knowledge
based on participants’ scores on the pre-task ODCA.

Figure 3 show differences in normalized gains immediately after
the search task and one week later. In both conditions, normalized
gains were largely positive (i.e., normalized gain > 0). Participants
were able to improve upon their pre-task ODCA scores both im-
mediately after the search task and one week later. Thus, both
participant groups were able to learn and retain some of their new
knowledge.

Comparisons between conditions show an interesting effect.
Immediately after the search task, participants in the Search+Chat
condition had higher normalized gains than participants in the
SearchOnly condition (Figure 3a). This difference is visually salient
in Figure 3a and was found to be marginally significant (𝑀sc = 0.47,
𝑀so = 0.26, 𝑈 = 268, 𝑝 = .067). This suggests that participants
learned more in the Search+Chat condition. However, as shown
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Figure 2: Effects of the Search+Chat condition on search

behaviors

in Figure 3b, the differences in normalized gains one week after the
search task were less pronounced and not statistically significant
(𝑀sc = 0.38,𝑀so = 0.17,𝑈 = 247, 𝑝 = .208).

The above results suggest that participants in the Search+Chat
condition were able to learnmore (marginally significant). However,
both groups retained similar levels of new knowledge a week after
the session.

4.5 RQ4: Chat AI Motivations and Gains

As described in Section 3.4, the first two open-ended questions in
the post-task questionnaire asked participants in the Search+Chat
condition about their motivations for engaging with the Chat
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AI component and what they gained from their engagement. Re-
sponses to these two questions were very similar. Therefore, we
decided to analyze them together (i.e., motivations and gains). As
described in Section 3.8, we identified five themes that were unique
to RQ4 and did not overlap with RQ5 and RQ6. Below, we describe
these themes. The numbers in parentheses indicate the number of
participants (out of 20) who mentioned each theme.

Answers to Specific Questions (4): Participants mentioned
being able to get answers to specific questions. For example, P26
noted: “I was able to get answers that exactly catered to what I was
looking for.” Similarly, P28 noted: “I was trying to ask more specific
questions.”

Avoid Searching (3): Related to the previous theme, partici-
pants mentioned engaging with the Chat AI to avoid scanning
through search results and/or searching for specific information on
a webpage. For example, P34 noted: “It automatically presented me
with the information I was searching for.” Similarly, P40 noted: “[It
helped me] avoid reading long articles that AI could easily summa-
rize.”

Connecting to Prior Knowledge (3): Participants mentioned
being able to learn about new topics related to those they already
knew about or had already learned about. For example, P32 men-
tioned: “[I was able to] enhance my knowledge further such as
connecting known topics with new topics.” Similarly, P16 noted:
“I gained knowledge of topics related to those I had already asked
about.”

Easy to Understand (8): Participants mentioned being able
to get information in simple terms. For example, P30 mentioned:
“[The] information [...] was easier to digest.” Similarly, P18 noted:
“[It was able] to explain the concepts in more layman’s terms.”

Save Time & Energy (11): Finally, participants mentioned that
the Chat AI returned concise answers that saved them time and
energy. For example, P2 noted: “I mainly used this function to get
concisely presented information.” Similarly, P20 mentioned: “[It
provided] short responses.” Finally, one participant (P28) noted that
the Chat AI enabled them to get information without having to
switch between websites: “[...] instead of having to change to a
different link/website).”

4.6 RQ5: Phases of Chat AI Use

As described in Section 3.4, the last open-ended question in the
post-task questionnaire asked participants in the Search+Chat
condition about the phases during which they decided to engage
with the Chat AI component. Participants were provided with the
following options: (1) initiation, (2) planning, (3) pursuing, (4) veri-
fying, and (5) stalling. All participants reported engaging with the
Chat AI during at least one phase. The numbers in parentheses indi-
cate the number of participants (out of 20) who reported engaging
with the Chat AI during each phase.

Initiation (13): Participants engaged with the Chat AI to get
a basic understanding of the task topic. For example, P2 stated: “I
used it first during [the] initiation phase to get a brief overview
and definition of the terms and their relationship to each other.”
Similarly, P34 noted: “I used the Chat AI to ask opening questions
and to get a basic understanding of the topics.”

Planning (9): Participants engaged with the Chat AI to decide
how they should learn about the topic. In some cases, participants
asked the Chat AI explicitly for advice. For example, P8 stated: “I
used [it] to ask examples for how I should learn and it told me
to look at practice questions and pictures.” Similarly, P30 stated:
“I planned by asking what further topics I needed to know about
osmosis and diffusion.” In other cases, the related concepts returned
by the Chat AI (see Figure 1E) helped participants plan their future
searches. For example, P18 noted: “The system returned additional
topics (semipermeable membrane) that helped me understand the
overall topic and gave me a path to pursue.” Similarly, P38 noted:
“[It] told me related topics, so I knew what to research next.”

Pursuing (15): Participants engaged with the Chat AI to ask
specific questions that arose during the learning process. Partici-
pants also asked clarifying questions. For example, P34 noted: “I
asked what molecules move through diffusion and then learned it
was many different types.” Participants also asked for examples to
deepen their understanding. To illustrate, P22 noted: “[I asked it
for] examples of diffusion and osmosis.” Finally, participants asked
about new concepts encountered. For example, P14 noted: ‘It also
helped me with pursuing certain definitions like concentration
gradient.”

Verifying (9): Participants engaged with the Chat AI to corrob-
orate information found online. For example, P18 noted: “[I used
it for] fact-checking what osmosis and diffusion were from Britan-
nica.” Similarly, P30 noted: “[I] asked the AI to verify my findings.”
Participants also engaged with the Chat AI to assess their own
understanding of material. For example, P34 noted: “ [I used it to]
confirm my thoughts on the topics.”

Stalling (8): Finally, participants engaged with the Chat AI when
they were unsure about what to do next. As with planning, some
participants explicitly asked for ideas. For example, P8 noted: “I
asked it what I should learn about next.” Other participants used
the related concepts to become unstuck. For example, P16 noted: “[I
used it] when I didn’t know what else to search for and would scroll
through the terms it suggested I follow up on.” Similarly, P26 noted:
“I did not know what to search for and the suggested hyperlinks
helped me keep going.”
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4.7 RQ6: Query Characteristics

In RQ6, we investigate whether participants in the Search+Chat
condition issued different types of queries to the Chat AI compo-
nent versus the web search component of the system. As described
in Section 3.7, our qualitative analysis of queries resulted in 14
different codes. Of these, 12 are associated with the participants’
intent and are mutually exclusive. The remaining two codes (i.e.,
use of context and specific format) are orthogonal. Table 1 shows
the number of queries associated with each code that were issued
to the Chat AI versus web search component. We used chi-squared
tests to test whether queries associated with each code were more
frequently issued to one component versus the other. The last row
shows the total number of queries issued to each component. As
shown, participants were significantly more likely to issue queries
to the Chat AI versus web search component.

Several codes were significantly more frequent for queries is-
sued to the web search component. Participants were significantly
more likely to query the web search component for overviews (e.g.,
“diffusion”) and definitions (e.g., “define thermal energy”). The Chat
AI component was only designed to produce text. Therefore, partic-
ipants were significantly more likely to query the web search com-
ponent to retrieve specific representations such as images and videos
(e.g., “videos about how osmosis works”). Finally, participants were
significantly more likely to query the web search component for
material to test their knowledge (e.g., “biology diffusion osmosis
practice questions”). However, it is interesting that two queries
issued to the Chat AI by different participants had this intent (e.g.,
“give me osmosis examples for me to solve”).

Other codes were significantly more frequent for queries issued
to the Chat AI component. First, participants were significantly
more likely to query the Chat AI for explanations about specific
processes and concepts. Many of these questions were clearly moti-
vated by information encountered during the search session (e.g.,
“how doeswatermovewith osmosis”). Second, participants were sig-
nificantly more likely to query the Chat AI when they had a specific
hypothesis to test. These were queries that could be hypothetically
answered with a yes or no response (e.g., “does osmosis involve
only the movement of water molecules?”). Third, participants were
significantly more likely to query the Chat AI for examples of spe-
cific concepts (e.g., “can you give an example of diffusion?”). Fourth,
participants were significantly more likely to query the Chat AI
when they wanted information in simple terms (e.g., “explain osmo-
sis in elementary”) and when they wanted to generate ideas about
things to search for next (e.g., “Now that I know what diffusion
and osmosis are, what else can I learn?”). Finally, participants were
significantly more likely to query the Chat AI in ways that assumed
the system’s awareness of previous interactions (use of context).
The conversational nature of the Chat AI component was lever-
aged by participants to ask follow-up questions (e.g., “In diffusion,
it’s different. Right?”). Interestingly, however, it was also used by
participants to request new information (e.g., “can you teach me
more about osmosis and diffusion”) and to request modifications
to previously returned information (e.g., “now explain everything
you just told [me] in detail”).

Table 1: Analysis of Queries issued to Search & Chat AI

Search Chat AI 𝜒2 p-value
overviews 39 22 4.74 .030

∗

definitions 13 2 8.07 .005
∗

explanation/clarification 17 54 19.28 .000
∗

differentiate concepts 19 27 1.39 .238
cause and effect 5 12 2.88 .090

hypothesis verification 10 21 3.90 .048
∗

examples 7 17 4.17 .041
∗

representation retrieval 12 2 7.14 .008
∗

simplification 0 4 4.00 .046
∗

generate ideas 0 6 6.00 .014
∗

verbatim task 0 1 1.00 .317
test knowledge 9 2 4.46 .035

∗

use of context 0 20 20.00 .000
∗

specific format 5 3 0.50 .480
total 131 170 5.05 .025

∗

4.8 RQ7: Quality of Information

Participants in the Search+Chat condition were asked about their
perceptions of the information returned by the web search compo-
nent and the Chat AI component. Participants were asked about
the information being: (1) factual, (2) trustworthy, (3) accurate, (4)
up-to-date, (5) reliable, (6) credible, and (7) unbiased. The same set
of questions were asked about each component. Because these are
paired comparisons, we tested for statistically significant differences
using Wilcoxon signed rank tests.

As shown in Figure 4a, participants perceived the information
returned by the Chat AI component as being significantly less trust-
worthy (𝑀chat = 5, 𝑀search = 6.5, 𝑉 = 116, 𝑝 = .010). A similar
trend was found for three other perceptions. However, those dif-
ferences were only marginally significant. Participants perceived
the information returned by the Chat AI component as being less
accurate (𝑀chat = 6, 𝑀search = 6, 𝑉 = 45.5, 𝑝 = .068); less credi-
ble (𝑀chat = 5.5, 𝑀search = 6, 𝑉 = 81, 𝑝 = .072); and less reliable
(𝑀chat = 5,𝑀search = 6, 𝑉 = 93, 𝑝 = .059). Interestingly, we did not
find any significant differences in participants’ perceptions about
the information being factual, up-to-date, or unbiased. This may be
due to the topic of the task. Diffusion and osmosis involve factual
knowledge that is objectively true and has not changed in recent
years. We might have observed a different trend with a heavily
debated topic, involving differences of opinions and perspectives.

5 Discussion

In this section, we summarize our results, compare them to results
from prior work, discuss their implications, and suggest opportuni-
ties for future research.

RQ1: Post-task Perceptions: We did not find significant dif-
ferences in post-task perceptions. After the task, participants in
both conditions reported similar levels of interest increase, knowl-
edge increase, difficulty, and engagement in specific cognitive and
metacognitive activities. There are two possible reasons for why
we did not observe significant differences in post-task perceptions.
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Figure 4: Perceptions about the information returned by the

search and Chat AI components in the Search+Chat condi-

tion.

First, our study employed a between-subjects design (i.e., partic-
ipants were assigned to one of two conditions). Therefore, when
responding to our post-task questionnaire, participants did have a
chance to compare their experiences between conditions. We chose
a between-subjects design for practical reasons. Having participants
complete two 40-minute, learning-oriented search tasks (along with
questionnaires and knowledge assessments) would have taken too
much time.

Second, specific to perceptions of knowledge increase, partic-
ipants in Search+Chat condition had higher normalized gains
immediately after the search task (marginally significant) but did
not report higher levels of knowledge increase. Results from prior
studies suggest that perceptions of learning do not always align
with actual learning [27, 33].

RQ2: Search Behaviors: In terms of search behaviors, partici-
pants in the Search+Chat condition had less interaction with the
web search results, spent less time reading pages, and spent more
time on the search interface. This is because they had high levels of
engagement with the Chat AI component. To illustrate, they issued
an average of 8.5 queries directly to the Chat AI. These results show
that when the Chat AI was included, participants changed their
traditional search behaviors, reducing their interaction with web
search results and engaging more with the Chat AI.

RQ3: Learning Outcomes: In terms of learning outcomes, we
found mixed results. Participants in the Search+Chat condition
demonstrated higher levels of learning immediately after the task
(marginally significant). The same trend was found one week later.

However, the differences were less pronounced and not significant.
Our RQ3 results have several important implications.

First, our results underscore the importance of administering
a retention assessment. Knowledge gains measured immediately
after the search task may not align with knowledge gains measured
one week later. Several SAL studies have found that measuring
retention can provide key insights [28, 31, 35]. In some cases, exper-
imental systems can have a stronger positive effect on knowledge
gains measured one week after the search task versus immediately
after [35]. In our study, we found the opposite—integrating GenAI
and web search had a stronger positive effect on knowledge gains
measured immediately after the search task versus one week after.
Additional work is needed to understand factors that have positive
and negative effects on retention after a learning-oriented search
task.

Second, our results suggest that integrating GenAI and tradi-
tional search tools has the potential to improve learning. However,
additional work is needed. As mentioned in Section 2.2, studies
of standalone GenAI tools have also found mixed effects on learn-
ing [1, 4, 19, 23, 41]. There are several directions to explore. First,
GenAI tools could be prompted to interact more like an educator
in the domain of the task. As an example, Bastani et al. [4] had stu-
dents complete math practice problems with the help of ChatGPT.
In one condition, ChatGPT was prompted with common miscon-
ceptions about each problem and instructions to provide hints and
not the answer. Second, additional research is needed to under-
stand behaviors that should be encouraged and discouraged when
learners interact with GenAI tools. Finally, prior work has found
that effectively engaging in self-regulated learning (SRL) processes
has positive effects on learning [2, 3, 14]. SRL is an active, reflec-
tive process in which a learner monitors and controls their own
learning [13, 38]. SRL processes include goal-setting, monitoring
progress, and adjusting learning strategies as needed. Later in this
section, we describe how GenAI tools may encourage and support
effective SRL.

RQ4: Motivations & Gains: In RQ4, we sought to understand
what motivated participants to engage with the Chat AI and what
they gained from it. Some themes overlapped with the phases dur-
ing which participants engaged with the Chat AI (RQ5) and the
types of queries they issued to the Chat AI (RQ6). However, we
also identified motivations/gains unique to RQ4. Participants were
motivated to engage with the Chat AI: to ask specific questions,
to avoid searching, to get easy-to-understand information, and to
save time and energy.

Our RQ4 results have similarities and differences to prior work. A
prior study also found that participants interacted with a GenAI tool
to get answers to specific questions, to get information in simple
terms, and to get synthesized information [6]. Zhou and Li [44]
found that people favor GenAI tools (vs. traditional search tools)
when they have a highly specific objective and to avoid information
overload.

Capra and Arguello [6] observed two trends that we did not ob-
serve in our study. First, some participants commented on favoring
a GenAI tool when they were running out of time. We did not ob-
serve this motivation, possibly because participants had 40 minutes
to complete the task. Second, Capra and Arguello [6] observed that
several participants (out of 10) did not engage with the GenAI tool
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at all. In our case, all participants engaged with the Chat AI in
some way or another. Capra and Arguello [6] conducted their study
shortly after the first release of mainstream GenAI tools. It may
be that people are “warming up” to GenAI tools, possibly because
they are improving.

RQ5: Phases of Use: In RQ5, we sought to understand the
phases during which participants decided to engage with the Chat
AI. Participants engaged with the Chat AI during all phases that we
asked about: (1) initiation (e.g., to get a basic overview); (2) planning
(e.g., to plan what topics to investigate); (3) pursuing (e.g., to clarify
concepts and get examples); (4) verifying (e.g. to verify information
found through web search); and (5) when they were stalled (e.g., to
get ideas about what to look for next).

To contrast our RQ5 results with prior work, Huurdeman et al.
[17] investigated the effects of the task phase on participants’ use of
different search assistance tools. Results found that different tools
were used at different phases. Conversely, in our study, participants
commented on using the Chat AI component during all phases.
Our RQ5 results suggest that the Chat AI was a versatile tool that
participants could use to achieve different objectives. Our RQ5
results on phases of use are also corroborated by our RQ6 results
on query types issued to the Chat AI. For example, participants
issued the following types of queries to Chat AI that align with
phases of use: (1) queries to get overviews and definitions (aligns
with initiation & planning); (2) to get examples and clarifications
(e.g., aligns with pursuing); (3) to verify a hypothesis (aligns with
verifying); and (4) to generate ideas (aligns with stalled).

RQ6: Query Types: In RQ6, we sought to understand the types
of queries issued by participants to the Chat AI versus web search
component. Participants were significantly more likely to query
the Chat AI for explanations, examples, simplifications, hypothesis
verification, and to generate ideas. Conversely, Participants were
significantly more likely to query the web search component for
overviews, definitions, specific representations (e.g., videos), and to
find questions to test their knowledge. To contrast with prior work,
Yen et al. [40] found that computer programmers prefer to use web
search (versus GenAI tools) when they have low domain knowl-
edge and when the task is not well-defined. While our task was
different from programming tasks, our participants also preferred
to query the web search component for overviews and definitions
(i.e., when their domain knowledge was low) and preferred to query
the Chat AI for answers to specific, well-defined questions (e.g.,
“does osmosis involve only the movement of water molecules”).

Our RQ6 results suggest several interesting trends. First, partici-
pants considered the strengths and weaknesses of each component
when deciding which to use. GenAI tools are known for their ability
to provide ideas, explanations, clarifications, simplifications, and
examples. Thus, participants queried the Chat AI for those pur-
poses. Similarly, people know that there are webpages that provide
overviews and definitions of educational concepts like diffusion
and osmosis. Therefore, participants queried the web search for
overviews and definitions. Second, our RQ6 results suggest that
both components played a role in participants’ information-seeking
behaviors. Participants moved fluidly between using the web search
and Chat AI. They also took advantage of their integration. When
they issued a web search query, they also engaged with the Chat

AI output, which included a background summary and clickable re-
lated concepts. When they clicked on a related concept in the Chat
AI output, they sometimes clicked on a new web result returned for
that topic. Finally, many participants took advantage of the Chat
AI’s ability to use the previous context of the chat to streamline
their interactions (e.g., “tell me more about that”).

RQ7: Quality of Information: Finally, in RQ7, we sought to
understand participants’ perceptions of the quality of information
returned by each component. Participants viewed the informa-
tion returned by the Chat AI as significantly less trustworthy, and
(marginally significantly) less accurate, less credible, and less reli-
able. GenAI tools are known for their tendency to hallucinate. Our
results are consistent with prior work, which found that people
mistrust the output of GenAI tools, especially when they do not
link to sources [6]. Interestingly, we did not find differences in per-
ceptions about the information from each component being factual,
up-to-date, and unbiased. This is likely because of the task topic.
Knowledge about diffusion and osmosis is largely factual, static,
and agreed-upon.

Opportunities for FutureWork:Our analyses revealed several
trends that suggest opportunities for future work. First, participants
preferred web search to find overviews, definitions, and specific
representations of information. On the other hand, the Chat AI
was preferred for generating explanations, simplifying information,
verifying hypotheses, and generating ideas. These findings suggest
that: (1) each tool was used for complementary roles, and that (2)
additional integration of GenAI and web search is an area to explore.
Second, our results did not find significant differences between
conditions in terms of learning retention. This may be because the
Search+Chat systemwas not explicitly designed to support critical
SRL processes known to promote deep learning, such as planning,
goal-setting, monitoring, and judging understanding [2, 3, 14]. In
future work, the Chat AI component could be enhanced to promote
these types of SRL processes. Below, we present several options to
explore.

First, one potential integration is to offer tools that allow users
to query the Chat AI directly from a page in strategic ways. For
example, users could highlight text on a page and choose options
like simplify, clarify, or generate ideas—functions our participants
found valuable with the Chat AI. This could allow users to leverage
the Chat AI’s strengths without interrupting their learning process,
making it easy to seek clarifications or further insights as they
engage with web content. For clarifications or simplifications, this
functionality could be pairedwith SRL Judgment of Learning [21, 37]
prompts that could encourage users to reflect on whether their
understanding improved after the clarification or simplification.
Such reflections are critical metacognitive monitoring processes [2,
3, 14].

Second, the Chat AI could dynamically highlight and elaborate
on passages within search results that connect to what users have al-
ready learned. The Chat AI could present context-sensitive prompts
like, “Remember we discussed concentration gradients in osmosis?
This concept is applied differently here in diffusion.” This could
stimulate SRL Prior Knowledge Activation [15, 35]. Such prompts
could guide learners to draw connections between new material
and what they have previously learned.
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Third, the system could suggest logical next steps in learning,
guiding users from one topic to the next. For example, a user explor-
ing tonicity might be guided to investigate how osmosis supports
cellular function as a next step in their learning process. Suggest-
ing logical next steps could be enhanced further to support SRL
Planning & Goal-Setting [9, 24, 34]. Prompts could encourage users
not only to follow suggested next steps but also to take an active
role in shaping their learning pathway by setting specific subgoals
with measurable success criteria.

6 Conclusion

We conducted a between-subjects study with a SearchOnly and
a Search+Chat system to: (1) compare participants’ perceptions,
search behaviors, and learning outcomes between the two con-
ditions; and (2) gain insights about participants’ use of the Chat
AI component in the Search+Chat condition. Our results found
that participants in the Search+Chat engaged less with the web
search results because they engaged with the Chat AI. Participants
in the Search+Chat condition had higher levels of learning imme-
diately after the task, but this effect dissipated in a retention test
one week later. Participants in the Search+Chat condition used
the Chat AI tool to ask specific questions, to avoid searching, to get
easy-to-understand information, and to save time. They also used
it across different phases of the search process. Compared to web
search component, the Chat AI component was used more for ex-
planations, examples, simplifications, verification, and to generate
ideas. Finally, participants viewed the Chat AI information as less
trustworthy, accurate, credible, and reliable than the web search
results. Our results have implications for the integration of GenAI
tools into search systems and for the design of GenAI-based tools
to support learning during search.
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