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Outline
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What is information retrieval (IR)? 

What is a search engine? 

Why is information retrieval difficult? 

How do search engines predict relevance? 

How good is a search engine?
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• Hello, my name is ______. 

• However, I’d rather be called ______. (optional)  

• I’m in the ______ program. 

• I’m taking this course because I want to ______.

Introductions
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What is Information Retrieval?

• Information retrieval (IR) is a field concerned with the 
design, development, and evaluation of interactive 
systems that help users find information. 
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• This course mainly focuses on search engines 

• Given a query and a corpus, find relevant items 

query: a user’s expression of their information need  

corpus: a repository of retrievable items              

relevance: satisfaction of the user’s information need

What is Information Retrieval?
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What is Information Retrieval?

• Gerard Salton, 1968: 

Information retrieval is a field concerned with the 
structure, analysis, organization, storage, and 
retrieval of information.
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Information Retrieval 
structure 
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Information Retrieval 
document structure 



9

Information Retrieval 
document structure 

However, the main content of the page is 
in the form of natural language text, 

which has little structure that a 
computer can understand
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Information Retrieval 
document structure 

However, the main content of the page is 
in the form of natural language text, 

which has little structure that a 
computer can understand
As it turns out, it’s not necessary for a 

computer to understand natural language 
text for it to determine that this 

document is likely to be relevant to a 
particular query (e.g., “Gerard Salton”)
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Information Retrieval 
collection structure 
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Information Retrieval 
analysis: classification and information extraction 



13

Information Retrieval 
organization: cataloguing 

http://www.dmoz.org

http://www.dmoz.org
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Information Retrieval 
organization: cataloguing 

http://www.dmoz.org
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Information Retrieval 
analysis and organization: reading-level 
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Information Retrieval 
organization: recommendations 

http://www.yelp.com/biz/cosmic-cantina-chapel-hill
(not actual page)

http://www.dmoz.org
http://www.dmoz.org
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What is Information Retrieval?

• Gerard Salton, 1968: 

Information retrieval is a field concerned with the 
structure, analysis, organization, storage, and 
retrieval of information.
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Information Retrieval 
storage 

• How might a web search engine view these pages 
differently in terms of storage?
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Information Retrieval 
retrieval 

• Efficiency: retrieving results in this lifetime (or, better yet, 
in 0.18 seconds) 

• Effectiveness: retrieving results that satisfy the user’s 
information need (more on this later) 

• We will focus more on effectiveness 

• However, we will also discuss in some detail how search 
engines retrieve results as fast as they do
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Many Types of Search Engines
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Many Types of Search Engines
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• Given a query and a corpus, find relevant items 

query: user’s expression of their information need 

corpus: a repository of retrievable items 

relevance: satisfaction of the user’s information need

The Search Task
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Search Engines 
web search 

query

corpus

web pages

results
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query

results

corpus

scientific 
publications

Search Engines 
digital library search 
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query

corpus

news articles

results

Search Engines 
news search 



curated/synthesized 
business listings 
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query

corpus

results

Search Engines 
local business search 
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query

corpus

files in my laptop

results

Search Engines 
desktop search 
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query

corpus

tweets

results

Search Engines 
micro-blog search 
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query

corpus

profiles

Search Engines 
people/profile search 

results



digital library search 

web search 

enterprise search  

news search 

local business search 

image search 

video search 

(micro-)blog search 

community Q&A search 
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Information Retrieval Tasks and Applications

desktop search 

question-answering 

federated search 

social search 

expert search 

product search 

patent search 

recommender systems 

opinion mining
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• Given a query and a corpus, find relevant items 

query: user’s expression of their information need 

‣ a textual description of what the user wants 

corpus: a repository of retrievable items 

‣ a collection of textual documents 

relevance: satisfaction of the user’s information need 

‣ the document contains information the user wants    

The Search Task 
in this course 
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How do search engines predict relevance? 

How good is a search engine?
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• Information retrieval is an uncertain process 

‣ users don’t know what they want 

‣ users don’t know how to convey what they want 

‣ computers can’t elicit information like a librarian 

‣ computers can’t understand natural language text 

‣ the search engine can only guess what is relevant 

‣ the search engine can only guess if a user is satisfied 

‣ over time, we can only guess how users adjust their 
short- and long-term behavior for the better

Why is IR Difficult?
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• A query is an impoverished description of the user’s 
information need 

• Highly ambiguous to anyone other than the user

Queries and Relevance
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Queries and Relevance

(AOL query-log)

‣ soft surroundings 

‣ trains interlocking dog sheets 

‣ belly dancing music 

‣ christian dior large bag 

‣ best western airport sea tac 

‣ www.bajawedding.com 

‣ marie selby botanical gardens 

‣ big chill down coats 

‣ www.magichat.co.uk 

‣ marie selby botanical gardens

‣ broadstone raquet club 

‣ seadoo utopia 

‣ seasons white plains condo 

‣ priority club.com 

‣ aircat tools 

‣ epicurus evil 

‣ instructions 

‣ hinds county city of jackson 

‣ last searches on aol a to z 

‣ riverbank run
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Queries and Relevance

(from TREC 2005 HARD Track)

what is in the user’s head

the input to the system
• Query 435: curbing population growth 

• Description: What measures have been taken worldwide 
and what countries have been effective in curbing 
population growth?  A relevant document must describe 
an actual case in which population measures have been 
taken and their results are known.  Reduction measures 
must have been actively pursued.  Passive events such as 
decease, which involuntarily reduce population, are not 
relevant.
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Queries and Relevance

• Query 435: curbing population growth 

• Description: ??????????????????????????????????????????????????
????????????????????????????????????????????????????????????????
????????????????????????????????????????????????????????????????
????????????????????????????????????????????????????????????????
????????????????????????????????????????????????????????????????
????????????????????????????????????????????????????????????????
????????????????????????????????????????????????????????????????
?????????????????????????????

(from TREC 2005 HARD Track)
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Queries and Relevance

• Query 435: curbing population growth 

• Can we imagine a relevant document without all these 
query terms?
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Queries and Relevance

• Query 435: curbing population growth 

• The same concept can be expressed in different ways
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Queries and Relevance

• Query 435: curbing population growth 

• Can we imagine a non-relevant document with all these 
query terms?
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Queries and Relevance

• Query 435: curbing population growth 

• The query concept can have different “senses”
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Queries and Relevance

• This is why IR is difficult (and fascinating!) 

• Croft, Metzler, & Strohman: 

Understanding how people compare text and designing 
computer algorithms to accurately perform this comparison 
is at the core of information retrieval. 

• IR does not seek a deep “understanding” of the 
document text 

• It uses statistical properties of the text to predict whether 
a document is relevant to a query 

‣ easier and often times sufficient
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• What types of evidence can we use to predict that a 
document is relevant to a query? 

‣ query-document evidence: a property of the query-
document pair (e.g., a measure of similarity) 

‣ document evidence: a property of the document 
(same for all queries)
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Predicting Relevance



...

• Query: bathing a cat
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Query-Document Evidence



• Query: bathing a cat 

• The important query terms 
occur frequently 

• Both terms occur 

• Terms occur close together 

• Terms occur in the title 

• Terms occur in the URL 
www.wikihow.com/bathe-your-cat 

• Any other ideas?

...
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Query-Document Evidence

http://www.wikihow.com/bathe-your-cat


• Terms occur in hyperlinks 
pointing to the page 

• Same language as query  

• Other terms semantically 
related to query-terms (e.g., 
feline, wash)

...
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Query-Document Evidence



• Does not contain “.com” 

• Not one of the most 
popular queries 

• Does not contain the term 
“news”

...
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Query-Document Evidence



• We can also use previous 
user interactions, e.g.: 

• The query is similar to 
other queries associated 
with clicks on this 
document 

• The document is similar to 
other documents 
associated with clicks for 
this query

...
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Query-Document Evidence



...

• Lots of in-links 
(endorsements) 

• Non-spam properties: 

‣ grammatical sentences 

‣ no profanity 

• Has good formatting 

• Anything other ideas?
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Document Evidence



...

• Author attributes 

• Peer-reviewed by many 

• Reading-level appropriate 
for user community 

• Has pictures 

• Recently modified (fresh) 

• Normal length 

• From domain with other 
high-quality documents 
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Document Evidence
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• IR does not require a deep “understanding” of information 

• We can get by using shallow sources of evidence, which 
can be generated from the query-document pair or just 
the document itself.

Predicting Relevance
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• Output: a ranking of items in descending order of 
predicted relevance (simplifies the task) 

• Assumption: the user scans the results from top to 
bottom and stops when he/she is satisfied or gives up 
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The Search Task
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Evaluating a Ranking

• So, how good is a particular ranking? 

• Suppose we know which documents are truly relevant 
to the query...
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A B

Evaluating a Ranking

• Which ranking is better?



• In general, a ranking with all the relevant documents at 
the top is best (A is better than B)
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A B

Evaluating a Ranking
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A B

• Which ranking is better?

Evaluating a Ranking
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A B

• Oftentimes the (relative) quality of a ranking is unclear 
and depends on the task

Evaluating a Ranking



• Web search: ??????
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A B

Evaluating a Ranking



• Web search: A is better than B 
• Many documents (redundantly) satisfy the user; the user 

doesn’t want all of them; the higher the first relevant 
document, the better 62

A B

Evaluating a Ranking



• Patent search: ??????
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A B

Evaluating a Ranking



• Patent search: B is better than A 
• User wants to see everything in the corpus that is related 

to the query (high cost in missing something) 64

A B

Evaluating a Ranking



• Exploratory or multi-faceted search: ??????

65

A B

Evaluating a Ranking



• Exploratory or multi-faceted search: A is better than B 
• Satisfying the information need requires information 

found in different documents 66

A B

Evaluating a Ranking
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• Given a ranking with known relevant/non-relevant 
documents, an evaluation metric outputs a quality score 

• Many, many metrics 

• Different metrics make different assumptions 

• Choosing the “right one” requires understanding the task 

• Often, we use several (sanity check)

Evaluating a Ranking 
evaluation metrics 
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• The goal of information retrieval is to match information-
seekers with the information they seek. 

• IR involves analysis, organization, storage, and retrieval 

• There are many types of search engines  

• There is uncertainty at every step of the search process 

• Simple heuristics don’t work, so IR systems make 
predictions about relevance! 

• IR systems use “superficial” evidence to make predictions 

• Users expect different things, depending on the task 

• Evaluation requires understanding the user community. 

• My goal is convince you that IR is a fascinating science

Summary


