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• So far, we’ve thought about text analysis to predict 
properties of the text or author: 

‣ topic (e.g., science- vs. sports-related) 

‣ opinion (e.g., positive vs. negative) 

‣ emotional state (e.g., happy vs. sad) 

‣ stance (e.g., pro-life vs. pro-choice) 

‣ political affiliation (e.g., liberal vs. conservative) 

• Text analysis can also be used to detect on-going 
“real-world” events or to predict future events

Text-based Forecasting
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• Detecting on-going “real-world” events 

‣ consumer confidence 

‣ candidate approval ratings 

‣ newsworthy events (e.g., natural disasters)  

‣ drug side-effects 

‣ demographic information 

‣ people’s habits and moods 

‣ consumer engagement with a product (viewers) 

‣ identifying influential “players” 

‣ traffic 

‣ ....

Detecting on-going Events
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• There exist alternative methods for detecting on-going 
events (e.g., polls, surveys, hospital records, financial 
reports, ...) 

• However, they have limitations 

‣ expensive 

‣ sparse/incomplete 

‣ delayed response 

‣ intrusive/disruptive 

‣ ....

Detecting on-going Events
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Predicting Future Events

• Predicting future events 

‣ stock price movements 

‣ election results 

‣ voter turnout 

‣ product sales or, more generally, product demand 

‣ consumer spending 

‣ socio-political unrest 

‣ ....
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• Webpages 

• News articles 

• Blogs 

• Tweets 

• Search engine queries 

• Facebook posts, comments, likes, connections, etc. 

• Linked-in interactions (e.g., cross-company connections) 

• Event transcriptions (e.g., http://www.fednews.com/) 

• .... 

• Discussion: how are these different and what are they 
good for?

Sources of (Textual) Evidence

http://www.fednews.com
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Examples
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Examples
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• Stream of textual data + target signal 

• Temporal window (depends on the task, on-going or 
future outcome) 

• Method for identifying the ‘relevant’ elements 

‣ Can be tricky (e.g., predicting Facebook stock price 
using tweets) 

• Sentiment and/or topic analysis of individual datapoints 

• Data point aggregation 

• Classification or regression algorithm

Basic Ingredients
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• The text contains enough signal to predict the outcome 

• Correlation, not causation 

• Errors on data stream items do not necessarily translate to 
errors on target value 

‣ example: mood prediction

General Assumptions
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Reading the Markets

• K. Lerman, A. Gilder, Mark Dredze, and F. Pereira. 
Reading the Markets: Forecasting Public Opinion of 
Political Candidates by News Analysis. In Coling ’08.
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• Input: news articles 

• Outcomes: 

‣ public opinion about presidential candidates in the 
2004 election (e.g., Kerry, Bush) 

‣ public opinion surrogate: on-going “stock” price for a 
candidate ($1 awarded for every winning stock) in a 
prediction market 

• Motivation: public opinion can be predicted based on the 
topics covered in the news (not just sentiment)

Reading the Markets
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Prediction Markets 
http://tippie.uiowa.edu/iem/markets/data_pres12.html

http://tippie.uiowa.edu/iem/markets/data_pres12.html
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• Input: news articles and market data up to today (early 
morning, before the market opens) 

• Prediction: (average price today) - (average price 
yesterday) 

• Action: buy/sell single stock vs. sell/buy single stock

Reading the Markets
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• Motivation: public opinion may depend on the topics 
covered in the media 

‣ e.g., mentions of “iraq” are bad for Bush 

• Method: term counts generated from all of the day’s news 
articles (big document)

Reading the Markets 
(1) unigram features



17

Reading the Markets 
(2) news focus features

• Motivation: while the news may cover an event for several 
days, public opinion may not shift. Thus, it seems 
important to model shifts in news focus (term frequencies) 

• Method: compare each term’s frequency today with the 
average frequency in the past three days 

• Values > 0 indicate increase in focus; values < 0 indicate 
decrease in focus

3.2 News Focus Features
Simple bag-of-words features may not capture rel-
evant news information. Public opinion is influ-
enced by new events – a change in focus. The day
after a debate, most papers may declare Bush the
winner, yielding a rise in the price of a “Bush to
win” share. However, while the debate may be
discussed for several days after the event, public
opinion of Bush will probably not continue to rise
on old news. Changes in public opinion should
reflect changes in daily news coverage. Instead of
constructing features for a single day, they can rep-
resent differences between two days of news cov-
erage, i.e. the novelty of the coverage. Given the
counts of feature i on day t as ct

i, where feature i
may be the unigram “scandal,” and the set of fea-
tures on day t as Ct, the fraction of news focus for
each feature is f t

i = ct
i

|Ct| . The news focus change
(�) for feature i on day t is defined as,
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where the numerator is the focus of news on fea-
ture i today and the denominator is the average
focus over the previous three days. The resulting
value captures the change in focus on day t, where
a value greater than 0 means increased focus and a
value less than 0 decreased focus. Feature counts
were smoothed by adding a constant (10).

3.3 Entity Features
As shown by Wiebe et al. (2005), it is important
to know not only what is being said but about
whom it is said. The term “victorious” by itself is
meaningless when discussing an election – mean-
ing comes from the subject. Similarly, the word
“scandal” is bad for a candidate but good for the
opponent. Subjects can often be determined by
proximity. If the word “scandal” and Bush are
mentioned in the same sentence, this is likely to
be bad for Bush. A small set of entities relevant
to a market can be defined a priori to give con-
text to features. For example, the entities “Bush,”
“Kerry” and “Iraq” were known to be relevant be-
fore the general election. Kim and Hovy (2007)
make a similar assumption.

News is filtered for sentences that mention ex-
actly one of these entities. Such sentences are
likely about that entity, and the extracted features

are conjunctions of the word and the entity. For ex-
ample, the sentence “Bush is facing another scan-
dal” produces the feature “bush-scandal” instead
of just “scandal.” 2 Context disambiguation comes
at a high cost: about 70% of all sentences do not
contain any predefined entities and about 7% con-
tain more than one entity. These likely relevant
sentences are unfortunately discarded, although
future work could reduce the number of discarded
sentences using coreference resolution.

3.4 Dependency Features
While entity features are helpful they cannot pro-
cess multiple entity sentences, nearly a quarter of
the entity sentences. These sentences may be the
most helpful since they indicate entity interactions.
Consider the following three example sentences:

• Bush defeated Kerry in the debate.

• Kerry defeated Bush in the debate.

• Kerry, a senator from Massachusetts, de-
feated President Bush in last night’s debate.

Obviously, the first two sentences have very dif-
ferent meanings for each candidate’s campaign.
However, representations considered so far do not
differentiate between these sentences, nor would
any heuristic using proximity to an entity. 3 Effec-
tive features rely on the proper identification of the
subject and object of “defeated.” Longer n-grams,
which would be very sparse, would succeed for the
first two sentences but not the third.

To capture these interactions, features were ex-
tracted from dependency parses of the news ar-
ticles. Sentences were part of speech tagged
(Toutanova et al., 2003), parsed with a depen-
dency parser and labeled with grammatical func-
tion labels (McDonald et al., 2006). The result-
ing parses encode dependencies for each sentence,
where word relationships are expressed as parent-
child links. The parse for the third sentence above
indicates that “Kerry” is the subject of “defeated,”
and “Bush” is the object. Features are extracted
from parse trees containing the pre-defined entities
(section 3.3), using the parent, grandparent, aunts,

2Other methods can identify the subject of sentiment ex-
pressions, but our text is objective news. Therefore, we em-
ploy this approximate method.

3Several failed heuristics were tried, such as associating
each word to an entity within a fixed window in the sentence
or the closer entity if two were in the window.
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Reading the Markets 
(2) news focus features
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• Motivation: public opinion may depend on the topics 
associated with a particular candidate 

‣ e.g., the term “scandal” may be bad for Bush, but only 
if it is associated with Bush (and not Kerry) 

• Method: identify sentences that mention only one 
candidate (e.g., Bush) and construct features by 
combining the candidate with all content words in the 
sentence 

• Example: “Bush is facing another scandal” would be 
associated with features bush_facing and 
bush_scandal

Reading the Markets 
(3) entity features
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• Motivation: the previous feature representation cannot 
handle sentences that mention more than one entity 

‣ e.g., “Bush defeated Kerry in the debate” 

• Method: generate features from a dependency parse of the 
sentence

Reading the Markets 
(4) dependency features

(output from stanford parser: http://nlp.stanford.edu:8080/parser/)

http://nlp.stanford.edu:8080/parser/
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• Motivation: the market has a “natural” flow (independent 
of news). 

‣ e.g., a candidate who is doing well will continue doing 
well. 

• Method: train a regression model to predict today’s 
change in market price based on the market price of the 
past few days and use this classifier’s prediction as a 
feature

Reading the Markets 
(5) market history feature
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• Simulated “real-time” evaluation:  

‣ Given data up to SOD on day t… 

‣ Predict: (avg. price t) - (avg. price t-1) 

‣ Make observation at EOD t and retrain 

‣ Motive to day (t + 1) 

• Metric: percentage of best possible profit. Takes into 
account direction and magnitude.  In the range [0,1]

Evaluation Methodology
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Reading the Markets 
results

• History: prediction based on prior three days 

• Baseline: # of mentions of each entity as features
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Reading the Markets 
results

Figure 1: Results for the different news features and combined system across five markets. Bottom
bars can be compared to evaluate news components and combined with the stacked black bars (history
system) give combined performance. The average performance (far right) shows improved performance
from each news system over the market history system.

diction and baseline systems. While learning beats
the rule based system on average, both earn im-
pressive profits considering that random trading
would break even. These results corroborate the
inefficient market observation of Pennock et al.
(2000). Additionally, the general election markets
sometimes both increased or decreased, an impos-
sible result in an efficient zero-sum market.

During initial news evaluations with the com-
bined system, the primary election markets did ei-
ther very poorly or quite well. The news predic-
tion component lost money for Clinton, Gephardt,
and Lieberman while Clark, Dean and Kerry all
made money. Readers familiar with the 2004 elec-
tion will immediately see the difference between
the groups. The first three candidates were minor
contenders for the nomination and were not news-
makers. Hillary Clinton never even declared her
candidacy. The average number of mentions per
day for these candidates in our data was 20. In con-
trast, the second group were all major contenders
for the nomination and an average mention of 94
in our data. Clearly, the news system can only do
well when it observes news that effects the mar-
ket. The system does well on both general elec-
tion markets where the average candidate mention
per day was 503. Since the Clinton, Gephardt and
Lieberman campaigns were not newsworthy, they
are omitted from the results.

Results for news based prediction systems are
shown in figure 1. The figure shows the profit
made from both news features (bottom bars) and

market history (top black bars) when evaluated as
a combined system. Bottom bars can be compared
to evaluate news systems and each is combined
with its top bar to indicate total performance. Neg-
ative bars indicate negative earnings (i.e. weighted
accuracy below 50%). Averages across all mar-
kets for the news systems and the market history
system are shown on the right. In each market,
the baseline news system makes a small profit, but
the overall performance of the combined system is
worse than the market history system alone, show-
ing that the news baseline is ineffective. However,
all news features improve over the market history
system; news information helps to explain market
behaviors. Additionally, each more advanced set
of news features improves, with dependency fea-
tures yielding the best system in a majority of mar-
kets. The dependency system was able to learn
more complex interactions between words in news
articles. As an example, the system learns that
when Kerry is the subject of “accused” his price in-
creases but decreased when he is the object. Sim-
ilarly, when “Bush” is the subject of “plans” (i.e.
Bush is making plans), his price increased. But
when he appears as a modifier of the plural noun
“plans” (comments about Bush policies), his price
falls. Earning profit indicates that our systems
were able to correctly forecast changes in public
opinion from objective news text.

The combined system proved an effective way
of modeling the market with both information
sources. Figure 2 shows the profits of the depen-


