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ABSTRACT

Perceptual linearization has been advocated for medical image presentation, both for the faithful
reproduction of images, and for standardizing the appearance across different display devices.  At
this time, few studies have attempted to evaluate the effectiveness of a post-processing perceptual
linearization step.  We have recently analyzed the methods for computing perceptual linearization
remappings and found them to introduce significant perceptual distortions in the linearization.  We
propose a quantitative method for analyzing the perceptual error in linearizations, called minimum
perceptual error linearization (MPELIN).

1. INTRODUCTION

The perceptual linearization of video display monitors plays a significant role in medical image
presentation1,11,12.  First, it allows the maximum transfer of information to the human observer
since each change in digital driving level of the display yields a perceptually equal step in perceived
brightness by the human observer.  Second,  for an image to be perceived as similarly as possible
when seen on different displays, the two displays must be standardized, which can be done when
they have been perceptually linearized.  Third, perceptual linearization allows us to calculate the
perceived dynamic range of the display device, which allows comparing the maximum inherent
contrast resolution of different devices.

Perceptual linearization was first suggested for medical image presentation by Pizer1, and in
follow-up work2,3,4,5,6,7,8 at the University of North Carolina at Chapel Hill (UNC).  To best
visually present an image represented as digital data to the human observer, we would like to
maximize the information transferred in mapping the digital driving levels to perceived brightness
levels.   Perceptually linearizing the mapping from the image data space to the human observer's
visual sensory space most faithfully transmits changes in intensities in the image to the human
observer.3,6,9,10    This simply means that to the human observer, equal absolute changes in the
input values to the display system should result in equal absolute changes in the perceived visual
sensation.

The process of displaying an image on a video display monitor to the human observer is depicted
in figure 1.  This paradigm applies equally well to the display of images on film.  Initially, an
object, such as the human body, is scanned and the resulting signal (for instance tissue density) is
represented on the computer as a matrix of points, called pixels.  This scanning samples the
original source data (continuous analog function) into discrete data (set of digital values).  Each
pixel is represented by a scalar value, usually in the range of 0 to 4096 for medical image data.
These are the values referred to as Recorded Intensities in Figure 1.  The second step is that some
set of image processing operations, such as intensity windowing, or contrast enhancement may be
performed on the Recorded Intensities resulting in the Displayable Intensities.    These values are



then scaled into Digital Driving Levels (DDLs), which must be in the range accepted by the Digital
to Analog Converter (DAC) of the display system.  This scaling is done by a table lookup
operation, often referred to as a Lookup Table (LUT) or colormap table.  LUTs are often used to
do intensity windowing dynamically, or to implement a linearization LUT (these are sometimes
called gamma correction curves).   The output of the LUT goes to the DAC, which takes the input
DDL and converts it to an analog voltage level which is used to drive the monitor at different
luminance levels.  The luminance generated by the monitor is then recorded and processed by the
eye-brain human visual system, resulting in the sensation of brightness by the human observer.

From the standpoint of linearization there are two important relationships in this process, that of
the DDLs of the computer's DAC versus the luminance of the monitor, and that of the monitor
luminance versus the brightness perceived by the human observer.   The first relationship of DAC
to luminance will be referred to as DACLUM.   The second relationship, that of luminance to
perceived brightness, is best examined using a luminance Contrast Sensitivity Function,
abbreviated as CSF in this paper.  CSFs measure the change in luminance (∆L) required for a
target, so that it may be detected from the surround luminance (L) as a function of the surround
luminance.   More specifically, Contrast Thresholds (CT) are defined as ∆L/L, while CSFs are
defined as its reciprocal, i.e. L/∆L.   CSFs in this paper will refer to L/∆L versus L, while in
vision literature, CSFs usually refer to L/∆L versus spatial frequency of the target.
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Figure 1.  Diagram of components of Perceptual Linearization

If we think of the DACLUM and CSF curves as functions, and compose them on their common
variable of luminance, we arrive at a CSF•DACLUM function that defines the overall effect of the



DACs, monitors, and human perception in the display system.  The inverse of this function can be
determined and used to remap the image values to perceptually linearize the relationship between
the grey levels of the image in the computer and the sensation of brightness to the human observer.

 Pizer, in his initial description of perceptual linearization gave both an intuitive and a formal
analytical approach1.  In the intuitive approach one calculates

Li =  Li-1 + (Li-1) * (1 / (CSF(Li-1))

until Li reaches or exceeds the luminance of the maximum DDL.  Li represents the luminance at the
ith DDL value, and (1 / (CSF(Li)) the contrast threshold at  luminance Li.   Thus in this
formulation one simply steps 1 JND in luminance at each step, starting at the minimum luminance,
until the maximum luminance is reached.  The analytical formulation is given by Pizer1 and the
specifics of implementing the linearization by Cromartie8.  Also an approximation that further
simplifies the analytical solution is given by Ji35.   In work on linearized color scales other authors
have developed methods that supersample in the perceptual scale, and then choose the closest
digital driving scale of the monitor36,37.

Initial work at UNC used experimentally measure CSFs based on simple detection tasks on video
monitors.  Recently, several investigators have proposed using vision models as more general
CSF predictors9,15,16,24,25,26,35.  Specific parameters to the  Barten visual model that match medical
image presentations have been proposed as a standard12,42.   This model is used in our linearization
work and is referred to as the reference Barten CSF.

2. BACKGROUND

In all of the above linearization approaches, the final step takes a calculated desired luminance level
and then selects the DDL that produces the luminance nearest in value to the desired luminance.
Because there are limited discrete samples in the DDL range (256), and since they are often not
distributed in a fashion matching the CSF function, errors may be introduced during this matching
step.  An example of this can be seen in Figure 2 which shows the monitor contrast threshold
curve, the ideal contrast threshold curve from the reference Barten CSF, and a  linearization
function previously used in our laboratory.  The linearization was based on the CIELUV visual
model ( i.e. 1/3 power law) for the CSF, and measurements of all the monitor luminance levels on
our Sun Sparc2 for the DACLUM.  It was calculated at 128 digital driving levels.  As observed
earlier, there is significant variation in the monitor step sizes at very low luminance levels, small
spikes in the midrange, and larger variation (up to 200% changes in step sizes) in higher
luminance levels.  Surprisingly, though, the linearized curve is flawed as well.  While it avoids
much of the very low luminance levels entirely, for the remaining range up to 5x101 cd/m2 the
variation in step sizes is larger than that of the default monitor (up to 300% change in step sizes).
This is mainly due to the distribution of DAC luminance levels not matching the CSF well and the
insufficient number of DDLs.  Increasing the number of DAC output levels, and improving the
DAC luminance levels distribution to better match the human visual response could improve this
situation.  Changes to the DAC distribution, however, require either change in manufacture of the
DAC or an add-on circuit to provide a non-linear remapping of the DAC output voltages.
Alternatively, a good method for computing the perceptual linearization remapping can be easily
implemented in software by the end user.
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Figure 2.     Contrast threshold curve for Sun Sparc Station monitor, resulting linearization for this
monitor based on CIELUV algorithm, and human observer contrast threshold curve based on
reference Barten visual model.

Another important issue is the number of DDLs in the resulting map.  Linearization methods
attempt to create mappings with each DDL step being an equal fraction of a JND step apart, often
with the default implementation creating a table of steps being one JND apart.  If the PDR range of
the monitor is significantly less than the number of available DDLs on the DAC then we face the
issue of whether to use more DDLs.  Choosing not to do so means the contrast resolution must be
downsampled to the smaller value of PDR rather than number of DDLs available.  For instance, on



a display system with a PDR of 80, we would have to downsample the input greyscale range of
4096 levels to just 80 levels.  This coarse quantization of the input data may be undesirable.  In
order to use more DDLs one would have to resample the desired (CSF•DACLUM ) -1 curve,
similar to the previously described supersampling methods.

None of the above techniques attempt to minimize the error introduced during this matching of
(CSF•DACLUM ) -1 desired luminances and actual available discrete luminance levels.  General
solutions exist for the similar signal quantization problem of mapping a continuous variable into a
discrete one38,39.  This problems differs in that: (1) we have fixed non-uniform spacing of the
luminances resulting from the DDLs; (2)  we can use any or all of the DDLs in the mapping; (3)
we want to minimize the equalness of the steps, not simply the distance from the result sample
points to the desired ones; and (4) we would like to maximize the number of DDL levels steps
used (to avoid over quantizing the input data) but not at the cost of compromising the accuracy of
the linearization.    We propose a solution to this problem, one that minimizes the perceptual error
in the resulting linearization, and that describes the actual resulting PDR, or Achievable PDR.

III. METHODS

Perceptual linearization is based on the maintaining equality between digital driving level steps and
perceived brightness steps.  Equal changes in digital driving levels should confer equal changes in
perceived brightness.   The measure of change is usually defined as a contrast threshold, ∆L,
where

∆L = (change in luminance over an interval)/(mean luminance of interval)

Thus, a measure of the perceptual linearity of a display system would be how equal the contrast
thresholds resulting from adjacent DDLs are compared to the contrast threshold predicted by vision
models.  The contrast threshold of the monitor is easily calculated for the interval [DDLi, DDDi+1]
by

CTdisplay = (Li+1 - Li)/((Li+1 + Li)/2)

The contrast threshold for perceived brightness we base on human visual models, specifically the
Barten model proposed by Blume12 and Hemminger42.  From these models we can calculate the
predicted contrast threshold value, CThuman, at a specific luminance value.  Computing  contrast
threshold values of the monitor at each interval, as described above, allows comparison with the
visual model predicted contrast threshold at the mean luminance of each interval.

Perceptual linearization dictates maintaining equal step sizes across the range of the monitor.  A
given display system's contrast threshold as calculated from its step sizes may not be equal to
those predicted by the human visual model.  For instance, the step size of the display system may
be four times the human observer threshold because there are too few DDLs.   Or a very high
resolution DAC may have step sizes that are subthreshold, that is, smaller than the human observer
contrast threshold.   In either case, the important consideration for perceptual linearization is that
the ratio between display system contrast threshold and the human observer contrast threshold be
the same across the range of the display system.  Thus, we want to calculate

ratio = CTdisplay/ CThuman

and measure how consistent it is across the range of the display system.  Considering these ratio
values to be members of a statistical population suggests using the statistical measure of variance



to quantitatively define how similar the individual members are to their common mean.   Since we
have the complete population defined, the variance is simply the sum of the squares of the distance
from each sample point to the mean of the population.  Other measures might be considered, for
instance, the standard deviation (the square root of the variance) which weights outliers less, and
the mean population deviation (simple average of the distances to the mean).  Because variance is
commonly used to indicate the how similar the members are, and because strict adherence to the
mean is better shown by the square of distance in the variance, we have chosen to use the variance
of the population as our measure.  This results in a single value that provides a quantitative
measure of the perceptual error of a display system.

While variance provides a good handle on the error of the linearization, two other factors need to
be defined to completely describe the linearization remapping.  First, because the remapping may
only use some of the digital driving levels available in order to produce a different transfer function
curve on the display system, the resulting linearization often has fewer DDLs than the default
system configuration which uses all DDLs.  As a result, in general, the linearized remapping has
larger contrast threshold steps because it must cover the same luminance range, but with fewer
DDL steps.  Finally, because there are adverse effects due to "contouring" when too few DDLs are
used to cover a luminance range34, it is important to quantify this effect by calculating the mean
CTdisplay/CThuman ratio.  The number of DDL steps actually used is an important factor as the
number of DDLs is often limited, both at the DAC level, and on some workstations by the window
manager application.

Thus, a display can be characterized by three values, the variation of the ratio of the display
contrast threshold step sizes versus the ideal human observer response, the mean of these ratios,
and the total number of DDLs used in the linearization.

Because there may be many possible linearization remappings to consider in order to choose a
good, or most optimal one according to some measure, it may be desirable to combine the mean
and variance into one measure which can be used to compare two different linearizations.  The
variance represents how similar the shapes of the curves are, while the mean represents the shift in
height between the curves.  Ideally, we would like the CTdisplay curve to be as similar as possible
to the CThuman curve.  We have adopted the following formula for relating the variance and the
mean:

MPE(display,human) =   K * variance(ratio)  +  mean(ratio)

where K is a constant of proportionality.  The choice of K will depend on the image content in the
presentation and the goal of the presentation.   Based on the work showing contour artifacts when
the CTdisplay becomes larger than the CThuman, the mean ratio value is best when it is less than 1
(i.e. when the display contrast threshold steps are subthreshold human perception steps).  If we
knew that the CThuman values were exact for comparison with the CTdisplay ones, then we might
choose to weight subthreshold CTdisplay values differently than suprathreshold ones, because
they would be less likely to result in contour artifacts in the resulting display.  However, while we
know the shape of the CThuman curve is consistent across the range of parameters to the Barten
visual model for medical image presentations, the exact position of the curve, and thus the absolute
CThuman value, depends on these parameters, the image content and other viewing factors42.
Thus, since we cannot differentiate without knowing the exact CThuman location, we have chosen
not to weight the mean differently above and below the model predicted CThuman value.



4. RESULTS

We have applied MPELIN to several existing linearization remappings.  In general remappings that
visually appear better to the observer, generally have smaller variance values.  We plan to conduct
formal observer studies to evaluate the effect of variance with respect to observer performance and
observer preference.  An example output for the linearization depicted in figure 2, listing the
variance, the mean, the number of DDLs, and the ratio at each level, is given in appendix 1.

5. DISCUSSION

To date, the linearization methods developed have been aimed at simply implementing a reasonable
(CSF•DACLUM ) -1 function.  For many monitors the limitation of 8 bit DACs and sub-optimal
luminance distributions (not matching the human observer CSF) mean that calculated linearizations
may not be very optimal, and in some cases like figure 2, turn out to be worse than not linearizing.
Developers of DACs need to better match their distributions to CSF distributions, both to improve
the inherent perceptual linearity of their system, and to better allow for after-market perceptual
linearization corrections of the display system.  This paper presents a method for quantitatively
calculating the minimum perceptual error of a linearization remapping of a display device based on
the statistical variance of the ratio of contrast thresholds of the device versus the contrast
thresholds of the human observer.  It also provides a better description of the achievable dynamic
range of a display device, based on the three quantitative measures:  variance of the contrast
threshold ratios, mean of the contrast threshold ratios, and number of DDL steps used.
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8. Appendix

Interval: Luminances L-Ave L-Diff %D-CSF %H-CSF %Ratio
[    -   1]: (  0.212,  0.262)  0.237  0.050  21.10   2.05   9.30
[   1-   2]: (  0.262,  0.294)  0.278  0.032  11.51   1.89   5.09
[   2-   3]: (  0.294,  0.326)  0.310  0.032  10.32   1.78   4.80
[   3-   4]: (  0.326,  0.374)  0.350  0.048  13.71   1.69   7.12
[   4-   5]: (  0.374,  0.410)  0.392  0.036   9.18   1.59   4.77
[   5-   6]: (  0.410,  0.496)  0.453  0.086  18.98   1.49  11.72
[   6-   7]: (  0.496,  0.542)  0.519  0.046   8.86   1.40   5.34
[   7-   8]: (  0.542,  0.588)  0.565  0.046   8.14   1.35   5.05
[   8-   9]: (  0.588,  0.638)  0.613  0.050   8.16   1.29   5.30
[   9-  10]: (  0.638,  0.748)  0.693  0.110  15.87   1.22  11.97
[  10-  11]: (  0.748,  0.808)  0.778  0.060   7.71   1.16   5.63
[  11-  12]: (  0.808,  0.868)  0.838  0.060   7.16   1.13   5.36
[  12-  13]: (  0.868,  0.994)  0.931  0.126  13.53   1.07  11.60
[  13-  14]: (  0.994,  1.066)  1.030  0.072   6.99   1.03   5.77
[  14-  15]: (  1.066,  1.138)  1.102  0.072   6.53   1.01   5.44
[  15-  16]: (  1.138,  1.212)  1.175  0.074   6.30   1.00   5.32
[  16-  17]: (  1.212,  1.402)  1.307  0.190  14.54   0.96  14.10
[  17-  18]: (  1.402,  1.488)  1.445  0.086   5.95   0.93   5.42
[  18-  19]: (  1.488,  1.576)  1.532  0.088   5.74   0.91   5.35
[  19-  20]: (  1.576,  1.756)  1.666  0.180  10.80   0.87  11.40
[  20-  21]: (  1.756,  1.854)  1.805  0.098   5.43   0.84   5.50
[  21-  22]: (  1.854,  1.948)  1.901  0.094   4.94   0.81   5.10
[  22-  23]: (  1.948,  2.156)  2.052  0.208  10.14   0.78  11.99
[  23-  24]: (  2.156,  2.264)  2.210  0.108   4.89   0.76   5.40
[  24-  25]: (  2.264,  2.490)  2.377  0.226   9.51   0.75  11.75
[  25-  26]: (  2.490,  2.608)  2.549  0.118   4.63   0.73   5.36
[  26-  27]: (  2.608,  2.846)  2.727  0.238   8.73   0.71  11.31
[  27-  28]: (  2.846,  3.028)  2.937  0.182   6.20   0.69   8.03
[  28-  29]: (  3.028,  3.160)  3.094  0.132   4.27   0.67   5.33
[  29-  30]: (  3.160,  3.284)  3.222  0.124   3.85   0.67   4.77
[  30-  31]: (  3.284,  3.570)  3.427  0.286   8.35   0.65  11.76
[  31-  32]: (  3.570,  3.706)  3.638  0.136   3.74   0.64   4.83
[  32-  33]: (  3.706,  4.010)  3.858  0.304   7.88   0.63  11.54
[  33-  34]: (  4.010,  4.156)  4.083  0.146   3.58   0.62   4.80
[  34-  35]: (  4.156,  4.466)  4.311  0.310   7.19   0.61  10.83
[  35-  36]: (  4.466,  4.644)  4.555  0.178   3.91   0.60   5.53
[  36-  37]: (  4.644,  4.968)  4.806  0.324   6.74   0.59  10.46
[  37-  38]: (  4.968,  5.144)  5.056  0.176   3.48   0.58   5.01
[  38-  39]: (  5.144,  5.564)  5.354  0.420   7.84   0.57  12.74
[  39-  40]: (  5.564,  5.750)  5.657  0.186   3.29   0.56   4.85
[  40-  41]: (  5.750,  6.138)  5.944  0.388   6.53   0.55  10.77
[  41-  42]: (  6.138,  6.310)  6.224  0.172   2.76   0.55   4.04
[  42-  43]: (  6.310,  6.724)  6.517  0.414   6.35   0.54  10.72
[  43-  44]: (  6.724,  6.924)  6.824  0.200   2.93   0.54   4.47
[  44-  45]: (  6.924,  7.344)  7.134  0.420   5.89   0.53  10.11
[  45-  46]: (  7.344,  7.572)  7.458  0.228   3.06   0.52   4.83
[  46-  47]: (  7.572,  7.998)  7.785  0.426   5.47   0.52   9.54
[  47-  48]: (  7.998,  8.452)  8.225  0.454   5.52   0.51   9.76
[  48-  49]: (  8.452,  8.682)  8.567  0.230   2.68   0.51   4.28



[  49-  50]: (  8.682,  9.030)  8.856  0.348   3.93   0.50   6.79
[  50-  51]: (  9.030,  9.496)  9.263  0.466   5.03   0.50   9.06
[  51-  52]: (  9.496, 10.014)  9.755  0.518   5.31   0.49   9.74
[  52-  53]: ( 10.014, 10.260) 10.137  0.246   2.43   0.49   3.94
[  53-  54]: ( 10.260, 10.780) 10.520  0.520   4.94   0.49   9.11
[  54-  55]: ( 10.780, 11.320) 11.050  0.540   4.89   0.49   9.05
[  55-  56]: ( 11.320, 11.580) 11.450  0.260   2.27   0.48   3.69
[  56-  57]: ( 11.580, 12.160) 11.870  0.580   4.89   0.48   9.14
[  57-  58]: ( 12.160, 12.720) 12.440  0.560   4.50   0.48   8.40
[  58-  59]: ( 12.720, 13.000) 12.860  0.280   2.18   0.48   3.57
[  59-  60]: ( 13.000, 13.720) 13.360  0.720   5.39   0.47  10.38
[  60-  61]: ( 13.720, 14.060) 13.890  0.340   2.45   0.47   4.20
[  61-  62]: ( 14.060, 14.640) 14.350  0.580   4.04   0.47   7.63
[  62-  63]: ( 14.640, 15.300) 14.970  0.660   4.41   0.47   8.48
[  63-  64]: ( 15.300, 15.600) 15.450  0.300   1.94   0.46   3.20
[  64-  65]: ( 15.600, 16.260) 15.930  0.660   4.14   0.46   8.01
[  65-  66]: ( 16.260, 16.920) 16.590  0.660   3.98   0.46   7.72
[  66-  67]: ( 16.920, 17.640) 17.280  0.720   4.17   0.45   8.21
[  67-  68]: ( 17.640, 17.940) 17.790  0.300   1.69   0.45   2.75
[  68-  69]: ( 17.940, 18.820) 18.380  0.880   4.79   0.45   9.72
[  69-  70]: ( 18.820, 19.500) 19.160  0.680   3.55   0.44   7.02
[  70-  71]: ( 19.500, 19.960) 19.730  0.460   2.33   0.44   4.31
[  71-  72]: ( 19.960, 20.620) 20.290  0.660   3.25   0.44   6.44
[  72-  73]: ( 20.620, 21.460) 21.040  0.840   3.99   0.44   8.16
[  73-  74]: ( 21.460, 22.220) 21.840  0.760   3.48   0.43   7.02
[  74-  75]: ( 22.220, 22.660) 22.440  0.440   1.96   0.43   3.53
[  75-  76]: ( 22.660, 23.400) 23.030  0.740   3.21   0.43   6.45
[  76-  77]: ( 23.400, 24.300) 23.850  0.900   3.77   0.43   7.78
[  77-  78]: ( 24.300, 25.220) 24.760  0.920   3.72   0.43   7.69
[  78-  79]: ( 25.220, 25.740) 25.480  0.520   2.04   0.43   3.79
[  79-  80]: ( 25.740, 26.400) 26.070  0.660   2.53   0.42   4.96
[  80-  81]: ( 26.400, 27.320) 26.860  0.920   3.43   0.42   7.10
[  81-  82]: ( 27.320, 28.280) 27.800  0.960   3.45   0.42   7.20
[  82-  83]: ( 28.280, 29.100) 28.690  0.820   2.86   0.42   5.82
[  83-  84]: ( 29.100, 29.540) 29.320  0.440   1.50   0.42   2.59
[  84-  85]: ( 29.540, 30.500) 30.020  0.960   3.20   0.42   6.68
[  85-  86]: ( 30.500, 31.580) 31.040  1.080   3.48   0.42   7.38
[  86-  87]: ( 31.580, 32.760) 32.170  1.180   3.67   0.41   7.87
[  87-  88]: ( 32.760, 33.100) 32.930  0.340   1.03   0.41   1.50
[  88-  89]: ( 33.100, 34.540) 33.820  1.440   4.26   0.41   9.35
[  89-  90]: ( 34.540, 35.060) 34.800  0.520   1.49   0.41   2.64
[  90-  91]: ( 35.060, 36.100) 35.580  1.040   2.92   0.41   6.14
[  91-  92]: ( 36.100, 37.100) 36.600  1.000   2.73   0.41   5.69
[  92-  93]: ( 37.100, 38.120) 37.610  1.020   2.71   0.41   5.67
[  93-  94]: ( 38.120, 39.460) 38.790  1.340   3.45   0.41   7.52
[  94-  95]: ( 39.460, 40.540) 40.000  1.080   2.70   0.40   5.68
[  95-  96]: ( 40.540, 41.240) 40.890  0.700   1.71   0.40   3.25
[  96-  97]: ( 41.240, 42.500) 41.870  1.260   3.01   0.40   6.48
[  97-  98]: ( 42.500, 43.320) 42.910  0.820   1.91   0.40   3.76
[  98-  99]: ( 43.320, 44.320) 43.820  1.000   2.28   0.40   4.69
[  99- 100]: ( 44.320, 45.800) 45.060  1.480   3.28   0.40   7.22
[ 100- 101]: ( 45.800, 47.100) 46.450  1.300   2.80   0.40   6.02
[ 101- 102]: ( 47.100, 48.020) 47.560  0.920   1.93   0.40   3.86



[ 102- 103]: ( 48.020, 49.080) 48.550  1.060   2.18   0.40   4.50
[ 103- 104]: ( 49.080, 50.620) 49.850  1.540   3.09   0.40   6.81
[ 104- 105]: ( 50.620, 52.120) 51.370  1.500   2.92   0.39   6.40
[ 105- 106]: ( 52.120, 53.220) 52.670  1.100   2.09   0.39   4.30
[ 106- 107]: ( 53.220, 54.320) 53.770  1.100   2.05   0.39   4.20
[ 107- 108]: ( 54.320, 55.800) 55.060  1.480   2.69   0.39   5.85
[ 108- 109]: ( 55.800, 57.100) 56.450  1.300   2.30   0.39   4.88
[ 109- 110]: ( 57.100, 58.360) 57.730  1.260   2.18   0.39   4.58
[ 110- 111]: ( 58.360, 59.500) 58.930  1.140   1.93   0.39   3.96
[ 111- 112]: ( 59.500, 61.220) 60.360  1.720   2.85   0.39   6.32
[ 112- 113]: ( 61.220, 61.940) 61.580  0.720   1.17   0.39   2.01
[ 113- 114]: ( 61.940, 64.160) 63.050  2.220   3.52   0.39   8.08
[ 114- 115]: ( 64.160, 65.200) 64.680  1.040   1.61   0.39   3.15
[ 115- 116]: ( 65.200, 66.660) 65.930  1.460   2.21   0.39   4.73
[ 116- 117]: ( 66.660, 68.300) 67.480  1.640   2.43   0.39   5.30
[ 117- 118]: ( 68.300, 69.740) 69.020  1.440   2.09   0.38   4.42
[ 118- 119]: ( 69.740, 71.120) 70.430  1.380   1.96   0.38   4.10
[ 119- 120]: ( 71.120, 72.600) 71.860  1.480   2.06   0.38   4.37
[ 120- 121]: ( 72.600, 74.280) 73.440  1.680   2.29   0.38   4.97
[ 121- 122]: ( 74.280, 75.900) 75.090  1.620   2.16   0.38   4.64
[ 122- 123]: ( 75.900, 77.420) 76.660  1.520   1.98   0.38   4.19
[ 123- 124]: ( 77.420, 78.900) 78.160  1.480   1.89   0.38   3.97
[ 124- 125]: ( 78.900, 80.120) 79.510  1.220   1.53   0.38   3.03
[ 125- 126]: ( 80.120, 82.840) 81.480  2.720   3.34   0.38   7.78
[ 126- 127]: ( 82.840, 84.040) 83.440  1.200   1.44   0.38   2.79
DDLs=128
Zero-based statistics
Mean=6.493099   Var=7.068256    Stddev=2.658619   DistVar=2.196183
Original based Mean=7.493099


