This study reports the interview responses of ten electronic resource selectors at the University of North Carolina at Chapel Hill. The interviews were conducted to determine how selectors analyze usage statistics and whether selectors would prefer to use less specific, more specific, or a combination of both kinds of statistics to evaluate electronic indexes and databases. Another goal was to determine whether selectors would prefer to use citation analysis, vendor-generated statistics, or a combination of these methods to evaluate electronic journals.

Most participants consider statistics within the context of the cost and the content of the resources. Most selectors would prefer to use a combination of less and more specific measures for evaluating electronic indexes and databases and a combination of citation analysis and vendor-generated statistics for evaluating electronic journals.Selectors’ rankings of individual measures varied considerably according to their judgments of which measures indicated the highest level of use.
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I. Introduction

As electronic indexes, databases, and journals have begun to swallow greater proportions of libraries’ acquisitions budgets, interest in methods of evaluating these electronic resources (e-resources) has increased. Evaluation is necessary for the purposes of selecting e-resources and, equally importantly, of canceling e-resources.¹ Despite the basic problems that have emerged in the effort to collect and analyze library-generated statistics, vendor-generated usage statistics, and citation statistics, libraries have no other usage statistics on which to base cancellation decisions. One problem is that the statistical measures themselves do not necessarily represent actual usage patterns. Another problem is that the statistical measures with which libraries can study the vendor-generated and library-generated statistics are still in the process of being defined, measured, and reported in consistent and comparable ways. Yet another problem is that library staff members disagree about how to interpret these measures as indicators of actual usage and thus of e-resource value.

Library personnel who interpret these statistics, electronic resource selectors, are responsible for assessing the needs of the library community and making decisions about which resources to license and which to cancel. This paper will present trends in the interview responses of a sample of ten selectors at the University of North Carolina at Chapel Hill (UNC-Chapel Hill or UNC) who were asked to assume that they are

¹ For the purposes of this paper, the term “electronic resources” or “e-resources” will be used to refer only to online indexes, databases, and journals. Libraries often have to pay for licensed access to these resources, and libraries often acquire online access in addition to print access.
evaluating resources during a cancellation project. Based on the trends presented, this paper will also recommend certain kinds of functionality that electronic resource management software should possess in order to accommodate the needs of selectors in performing their analyses.

The interviews sought to discover how a sample of UNC-Chapel Hill e-resource selectors currently evaluate e-resources and how they would evaluate e-resources under the “ideal” conditions that all e-resource vendors (and the libraries themselves, as much as possible) provide reliable and comparable usage statistics. The interview questions about ideal conditions were intended to provide answers to the following question: when presented with a set of measures of e-resource usage statistics, do UNC-Chapel Hill Library e-resource selectors prefer to evaluate electronic indexes and databases (EIDs) with a combination of less specific and more specific cost-per-use measures or just one of these types of measures, and do they prefer to evaluate e-journals (EJs) with a combination of cost-per-use measures and citation analysis measures or just one of these kinds of measures? In this question, “cost-per-use measures” are measures such as session count, number of PDF downloads, and others that indicate usage and may be used in calculating cost-per-use. “Less specific measures” are those such as session count, which provide a rough estimate of overall use, and “more specific measures” are those such as number of PDF downloads, which indicate more detailed information about the e-resource.

An additional goal of the interviews was to find out what sort of role the statistics play in the overall process of e-resource evaluation. The individual measures’ relative
usefulness must be considered within the larger context of the relative usefulness of statistical analysis in the selectors’ decision-making process.
II. Background Information

When a library wants to evaluate electronic resources, the staff members must understand the context in which the resources need to be evaluated, what any available usage statistics measure, and how these particular measures indicate use, regardless of whether they are library-generated or vendor-generated. This introduction will present first the definitions of library-generated statistics, followed by definitions of vendor-generated statistics and a description of attempts to standardize the ways that these statistics are reported and analyzed. Then it will describe methods of gathering and interpreting usage statistics. The next portion of the chapter will define different citation analysis measures and describe methods of interpretation for citation analysis. The chapter will conclude with an examination of electronic resource management (ERM) software and a description of the context in which the selectors at UNC-Chapel Hill gather usage data.

A. Usage Statistics

1. Library-Generated Statistics

The kinds of usage statistics that selectors use generally are either generated by the library itself through a central library webpage’s server log or through the server logs of the vendors themselves. At the UNC Academic Affairs Library, server log statistics are gathered from gateway pages that link to all the electronic resources. These gateway pages are <http://eresources.lib.unc.edu/eid/> for electronic indexes and databases, and <http://eresources.lib.unc.edu/ejournal/> for electronic journals. Every time a patron
clicks a link to an electronic resource from a gateway page, the server log generates a log entry that includes the date and time of the click, the web address of the link clicked, and the Internet Protocol (IP) address of the computer from which the link was clicked.\(^2\) The total of these clicks represents the library-generated session count, which here is just an overall number of times any person clicked the link to a particular UNC e-resource.

At UNC, archived session totals are available for staff members to view. For each month of the year, for the entirety of the fiscal year, and for the entirety of the calendar year, session counts are available per resource title. All the electronic indexes and databases are grouped together alphabetically, as are the electronic journals.

Although the library can collect this session count, the library is unable to gather statistics on the links that users click once they are within a certain vendor’s site, because these hits are registered on the vendor’s server log rather than the library’s log. Because of the library’s inability to collect this information, it relies on individual vendors to provide the statistics they can gather from their server logs.

2. **Vendor-Generated Statistics and Standards for Reporting Them**

There is quite a bit of variation in what vendors gather, however. Joanna Duy and Liwen Vaughan conducted a study at North Carolina State University (NCSU) to compare the vendor-provided data with library-collected data. Duy and Vaughan note that vendor data are inconsistent; one vendor may count a single search across several databases to be only one search, whereas another may consider a comparable search

---

\(^2\) Details of this process explained to the author by Andy Ingham, Assistant Head of Library Systems at Davis Library. An “IP address” is defined as “a numeric identification given to each networked computer” in Davis, Philip M. and Leah R. Solla., “An IP-Level Analysis of Usage Statistics for Electronic Journals in Chemistry: Making Inferences About User Behavior,” *Journal of the American Society for Information Science and Technology* 54.11 (2003): 1062-1068.
across several databases to be several searches.\(^3\) For this reason, Duy and Vaughan decided to compare only the broad measure of “hits,” or session-count, as described in the previous section.\(^4\)

The NCSU attempt to compare library-generated and vendor-generated statistics highlights the need for both descriptive and prescriptive standards in order to interpret usage statistics successfully. The National Information Standards Organization (NISO) Z39.7-200X standard, a data dictionary of metrics and statistics, carries out both functions. The Z39.7-200X standard is derived from the International Organization for Standardization (ISO) code 2789, Annex A 2789. NISO Z39.7-200X includes very detailed definitions of terms relevant to libraries’ needs to gather statistics.\(^5\) Z39.7-200X has been undergoing a period of revision during the duration of this study, as it is such a new standard and the context of this information is changing so quickly. In the most recent version of Z39.7-200X, sessions and searches are defined differently for commercial products and library-generated services such as their Online Public Access Catalogs (OPACs). Some definitions of the most relevant measures follow, because these measures are directly referenced by the interview. It must be noted, however, that the interview design used in the study includes more generic definitions of measures, in accordance with the earlier version of the NISO Z39.7 draft standard, NISO Z39.7-2002, version 2002a.

\(^4\) Duy and Vaughan 17.
In the NISO Z39.7-200X draft, a “session” in a commercial database is “a successful request of a commercial service (e.g., online database). It is one cycle of user activities that typically starts when a user connects to a database and ends by terminating activity in the database that is either explicit (by leaving the database through log-out or exit) or implicit (timeout due to user inactivity).” The NISO document then goes on to note that where multiple databases are searched by submitting one search form, the vendor must provide additional information about these multiple databases (presumably, the vendor must provide separate session counts for each separate database). The other caveat with session counts relates to the amount of time decided on by the vendor before the session times out. For many products, this amount of time is thirty minutes. NISO stipulates that “If another timeout period is used this should be reported,” presumably by the vendor.

While the session count is a measure of overall usage of an electronic resource, indicating that a user spent some amount of time interacting with the resource, this session count cannot indicate any specific user behaviors once the user began to interact with the resource. A more specific indicator of user behavior is the “search,” also known as a “menu selection” or “query.” This measure is defined for commercial services as “intending to represent a unique intellectual inquiry. Typically a search is recorded every time a search request is submitted to the server.” This count should include menu

---


7 National Information Standards Organization. “7.8.1.3.2, Commercial Services Sessions.”

selections according to the NISO standard. Again, NISO inserts the caveat that certain interactions that may look like searches are actually not: “mistyped search strings” and spider or crawler searchers are not legitimate searches.

As a search count can indicate a more detailed level of user activity within an electronic resource, so may the number of “full-content units examined.” This measure indicates the “number of subscription service full-content units examined, downloaded, or otherwise supplied to user, to the extent that these are recordable and controlled by the server rather than the browser (ICOLC Guidelines, December 2001.)” The notes regarding this definition stipulate that for journals, the number of journal articles examined should be organized by journal title and ISSN. In addition, for reference sources such as encyclopedias or dictionaries, the units should be relevant to the source type; for example, the unit for a dictionary would be “definition.” The final stipulation is that types of resources such as images should be identified by file type, presumably by the tag “image” or “audio” or “video,” as appropriate.9

The last measure of importance to this paper is the “turnaway” from a commercial database (also called a “rejected session”). The turnaway is “an unsuccessful log-in to an electronic service by exceeding the simultaneous user limit. (ISO 2789, Annex A).”10 This count does not include the number of users denied access because they entered incorrect passwords.

---


The International Coalition of Library Consortia (ICOLC) guideline relies on the NISO definitions for general definitions of the statistical measures, and contributes to specific details of the NISO definitions, as seen in the definition for “search” counts. In 1998, ICOLC proposed standard measures for vendors to report to libraries, which became the predecessor to the current ICOLC standard. The 1998 ICOLC Guidelines required that vendors report certain measures by each database, by institutionally defined sets of IP addresses, by total consortium, by account number or other vendor-provided identifier, and by time period. The particular measures included number of queries or searches, number of menu selections, number of sessions or logins, number of turnaways, number of items examined, and counts of displays of specific kinds of pages, such as abstracts.11

The second incarnation of the ICOLC standard, published in 2001, also stipulates that vendors send reports by each database, by group of IP addresses, etc. It also requires number of sessions / logins, number of queries / searches, and number of menu selections. The new version requires the “number of full-content units” to be reported, unlike the old version. This includes journal articles, dictionary definitions, encyclopedia articles, and e-book titles.12 It requires vendors to report usage by consortium and by institution. The site lists 80 members, which is a current list as of February 4, 2002. These members include such institutions as the Association of Southeastern Research

---

Libraries (ASERL), the California Digital Library, and the British Joint Information Systems Committee (JISC), among other well-respected consortia.

Another major initiative is that of Counting Online Usage of Networked Electronic Resources (COUNTER). There are two levels of COUNTER-compliance. For a vendor to satisfy the more basic, first level of COUNTER-compliance, journal vendors must supply the number of successful full-text article requests and the number of turnaways by month and journal. Database vendors must supply the total number of searches and sessions by month and database and turnaways by month and database.\(^\text{13}\) The second level of COUNTER compliance asks for successful item requests and turnaways by specific page type, in a manner similar to the ICOLC standard.\(^\text{14}\) COUNTER has specified different kinds of reports for vendors to use in order to assure COUNTER-compliance. As of this writing, there are 22 vendors who are COUNTER-compliant to some degree.\(^\text{15}\) Elsevier Science is now both ICOLC- and COUNTER-compliant, and Swets Blackwell is COUNTER-compliant at the second level. COUNTER is becoming more and more accepted in the vendor community.

All of the measures used by COUNTER are precisely defined in a definition table, and these definitions are very similar to those used by NISO and ICOLC.\(^\text{16}\) Certain of the definitions are slightly more loosely defined in COUNTER than in the NISO guidelines; for example, “search” is “a specific intellectual query, typically equated to submitting the

---

14 COUNTER.
search form of the online service to the server.”17 This does not indicate the limitations to what may be counted as a search and what may not.

3. How Do Vendor-Generated Statistics Indicate Usage?

There appears to be a consensus within the library community as to what statistics ought to be collected and presented by vendors (even if not all vendors choose to report these statistics as of yet). What do these statistics mean, however? After a library has received a session-count for a particular resource, what does this indicate about the user population’s information-using behaviors? What do all of these measures represent in terms of actual user behavior and decision-making? Several studies have tried to identify trends in user behavior based on analysis of usage statistics.

One such study reminds readers that usage statistics have serious limitations. Statistics do not tell us, for example, “why an article was downloaded,” how many users contributed to the aggregate statistics, and how many people rely on personal subscriptions of journals for their information rather than electronic versions.18 In addition, because there is no indication of how many individuals are using each IP address, the IP address is not a completely reliable surrogate for individual users. On the other hand, taking statistics by IP address seems to be the closest possible approximation of individual behavior. The conclusions of any statistical analysis per IP address must take these shortcomings into account.

18 Davis and Solla 1062.
A basic problem is the desired degree of granularity at which to take measurements. Steve Hiller comments that such measures as “the number of turnaways, items retrieved or requested, and full-text links or views” are “generally secondary use measures” and are usually more difficult to interpret than overall use indicators such as sessions and searches. Hiller notes his preference for session-counts over search-counts, because a large number of searches may result from “interface problems or just poor search techniques.” Jennifer Weintraub notes that although a greater degree of granularity is available from vendors, vendors often do not define their terms well enough to allow libraries to take advantage of this potentially more interesting, detailed knowledge of their users’ interactions with the electronic resources.

John Sack reports that HighWire Press conducted informal interviews with librarians, article authors, journal editors and publishers to determine what sorts of usage information they would find helpful. Sack reports that there were several main areas of interest. The people interviewed indicated an interest in knowing which articles were read most often per month. They wanted to know the age of the reading material to assess whether or not the material was being read for current awareness or for research. The interviewees also wanted to know how researchers locate the particular articles they read. In addition, they wanted to know the number of users using particular resources and the number of articles being used in a given resource. Some of these pieces of

---

information can be gathered only by tracking very specific measures, even more specific than knowing just the aggregate number of journals and articles viewed, respectively.

Joanna Duy expresses the view that the most important measure may be the “number of full-content units examined, downloaded, or otherwise provided to the user” (ICOLC),” especially for electronic journals. Duy also notes that different kinds of users’ activities can be measured in different ways; for example, citation analysis certainly indicates faculty use of a title, but undergraduate and graduate use will not be reflected by citation counts.

Wonsik Shim and other authors write that measures of importance to librarians (and measures that are currently able to be analyzed using ready-made spreadsheets in the Arizona State University tracking database) include cost per search, cost per session, searches per session, and full-content units viewed or downloaded per session or search. By knowing the number of searches conducted within a database over a certain amount of time, librarians can infer the relative value that users get from the resource, and by comparing the login times with the number of searches and number of full-content items downloaded, librarians can draw conclusions about how effectively patrons retrieve the information they seek. This article also mentions that statistical reports can not only help indicate user behavior but also serve as possible performance measures for electronic resources: for example, if there are consistently long session times compared with

---


relatively small numbers of full-content items retrieved, this may indicate that the resource interface is difficult to navigate.

Although these measures are undoubtedly valuable, Shim and his colleagues warn readers that there are potential shortfalls in these statistical reports. For example, it is impossible to gauge the quality of a session without interviewing the patron who engaged in the search behavior; it is only possible to gather numbers. On the whole, however, the article suggests that knowing these patterns is very advantageous for libraries.

The SuperJournal project has indicated in great detail the advantages of examining usage data together with contextual information regarding user behavior. This study has established some general patterns of behavior exhibited by users of electronic journals.\(^\text{24}\) A SuperJournal application, distributed to thirteen participating research institutions, offered electronic versions of forty-nine well-respected journals in both the sciences and the humanities. Individual users had to register in order to use the service, and the authors of the study were able to collect information from transaction logs for the SuperJournal publications as well as information from user surveys. They identified certain criteria that users would apply to the resources (e.g., were the contents relevant, and was access to the resource good?), which would determine whether or not the user would become a repeat-user of the resources.\(^\text{25}\) The SuperJournal project analyzed such detailed data per individual user as the number of sessions conducted per month, the number of journals used at the issue level or article level, and proportion of sessions reaching article level over the total number of sessions. Because the data was so detailed, the authors were able to define certain kinds of repeat-users and non-repeat users.


\(^{25}\) Eason, Richardson, and Yu 483.
The four groups of repeat-users were designated “enthusiastic users,” “focused, regular users,” “specialized, occasional users,” and “restricted users.” These users were located on a continuum of use as represented by the number of overall sessions, the number of different journals they accessed, and the percentage of sessions with full-content items viewed versus the total number of sessions. The “enthusiastic viewers” were the most frequent users and the users who used the resources in most depth. The authors of the study also took into account the users’ motivations for their searches; for example, the “focused, regular users” looked frequently at a small number of journals, presumably for “current awareness” in addition to their other motivation of looking at articles about which the users previously had information.

Similarly, the non-repeat users were arranged also by the number of sessions, number of journals accessed, and percentage of sessions that yielded full-content viewing. The non-repeat users ranged from the “lost users,” who initially appeared to be enthusiastic users but whose use dropped off dramatically after a time, to the “tourists,” who viewed SuperJournal only once and did not return. An interesting category was the category of the “searchers,” who only used the search function rather than conducting any browsing activity.

The conclusions reached by this user study indicate that knowing the context of the searches based on interviews is critical to being able to understand user behavior. All statistics should be analyzed in the context of a study of the user population and this population’s particular needs. The SuperJournal study indicates that there appear to be overall usage patterns followed by different types of users. Libraries may not be able to

---

26 Eason, Richardson, and Yu 492.
27 For a more detailed description of each type of user, see Eason, Richardson, and Yu 493-497.
obtain specific information about their users under normal circumstances, however, because they do not have the means or time to conduct user interviews.

4. How Should Libraries Gather and Interpret the Data?

Once there are guidelines as to what statistics vendors should provide and different options for ways to interpret the statistics, libraries can establish guidelines as to how to use the statistics they receive. At this point, however, there is still a lot of room for standardizing specific methods of e-resource usage analysis. Although libraries have been analyzing print serial usage for many years, librarians feel that comparing print usage and e-resource usage may not be possible. One author notes that vendor-reported statistics may contain inaccuracies such as the counting of double-clicks on an article as two requests for that article.\textsuperscript{28} There are inaccuracies in counting print usage as well, but these may tend toward under-counting rather than over-counting; for example, patrons may shelve journals after use rather than leave them out for libraries to count. Patrons may also use more than one article from one journal, which is impossible to track exactly.

It may be possible to evaluate print and electronic resource usage with indexes rather than “raw measures.” Kathleen Bauer writes that separate indexes for print and for electronic resources may be good metrics because they provide an abstract number, potentially adjusted for variation in the number of new items acquired in a given year, to compare to the same measure in other years.\textsuperscript{29} Bauer studied a library that constructs its electronic index to determine the percent of increase of full-text downloads. It seems that the construction of the index could be flexible enough to weight different measures of

usage differently and gather them into one measure. The particular weighting could vary depending on the decisions of the libraries creating the index.

Another approach for evaluating e-resources is that of deriving the cost per amount of content delivered and the cost per use. Karla Hahn and Lila Faulkner describe three metrics for evaluating electronic resources. The first metric is the average cost per access to an electronic journal, which divides the subscription price by the number of articles accessed. The second metric is the average cost per article, or the subscription price over the number of articles offered online. The third metric is the “content-adjusted usage,” which divides the total number of articles offered by the total number of HTML articles viewed added to the total number of PDFs downloaded. These measures and the benchmarks derived from them are sophisticated indicators of relative value, as they take into account the cost of the resources and the total amount of material available.

In addition to the definitions of measures included in the NISO Z39.7 200X draft standard, NISO has included some guidelines for collecting these statistics in Appendix A. The appendix suggests that libraries count the number of sessions, searches, menu selections, number of units / records examined, and turnaways, among other measures, for locations in the library as well as on other parts of the institution and outside of the campus. It recommends that these measures be collected per service (presumably per title of the resource) as well as in aggregate. It is possible to collect these numbers over any period of time desired by the library. The amount of time over which the library

---

should collect these statistics is not stipulated; libraries could do monthly or annual
counts.

The Association of Research Libraries (ARL) E-Metrics project also attempts to
prescribe methods of statistical data collection for ARL member libraries. This project is
a large-scale, multi-phase project that began in 2000. The first phase of the project was
designed to survey ARL libraries on their current practices of measuring and analyzing
statistics for electronic resources (“networked resources and services”). The second
phase of the project was designed to do “field testing” of certain measures, using
participating ARL member libraries as participants to collect and analyze these measures.
The third phase is one of disseminating the ARL’s findings to ARL libraries and
instruction as to how to collect and analyze the relevant statistics.

The ARL E-Metrics Phase II Report summarizes the findings of the second phase
of the project. The section on counting and analyzing the number of logins (sessions) to
e-databases instructs librarians to specify the causes for increased or decreased numbers
of logins from one date’s count to the next. The Phase II Report provides libraries with
a much more direct set of instructions than any of the other proposed methods of analysis
I have presented thus far. Although the Phase II Report is so detailed, there are further
documents associated with Phase III that also prescribe methods of collecting statistics.
In one of these Phase III documents, the authors recommend the collection of the number
of electronic full-text journals, number of electronic reference sources, number of logins
(sessions), number of searches, and number of items requested (which appears to be the

33 Blixrud 64.
same as NISO “full-content units”). In addition, the ARL document recommends the collection of aggregate cost figures: the cost of electronic full-text journals and the cost of electronic reference materials. These figures all have specific periods of time over which they will be collected, and each section lists procedures for the collection of these statistics.

The ARL has composed and distributed training modules, but as of yet, the ARL’s recommendations are not yet followed consistently across ARL libraries. All of the ARL documents are excellent resources for libraries with the willingness and the resources to change their workflows sufficiently to collect these statistics, but it may be the case that not all ARL libraries are in a position to make such changes.

B. Citation Analysis

1. What Do the Measures Mean?

Another option of measuring usage for electronic journals is journal citation analysis. Although there is a long-standing debate about the usefulness of citation analysis, it seems that many librarians consider it a good method of evaluation. It must be noted that citation analysis only indicates a high level of usage, the level at which a user actually refers directly to a text.

The Institute of Scientific Information (ISI) Journal Citation Reports has measures to evaluate scientific, technical, and medical (STM) journals that include the total citation count for the journal and the amount that a journal is cited in a given year. The journal


impact factor is described as “a measure of the frequency with which the ‘average article’ in a journal has been cited in a particular year.” The impact factor is the resultant number when the number of current citations to articles published in the two previous years is divided by the total number of articles published in that span of time. The last ISI measurement relevant to this study is the “cited half-life,” or the “number of publication years from the current year which account for 50 per cent of current citations received.” This number indicates whether most citations of the article tend to happen within a short time of publication.

2. How Should Libraries Analyze the Data?

An example of a local citation analysis project is the one conducted by Janice Kreider at the University of British Columbia. Kreider wanted to discover which publications were being cited by faculty and to examine the relationship between local citation patterns and overall citation patterns. ISI created a report for the University of British Columbia to indicate the local numbers of citations to particular journal titles. Kreider’s major finding is that there is a strong correlation between local citation data and overall citation data. Kreider cautions, however, that a low number of overall citations to a particular journal does not always indicate a low number of local citations. Librarians should therefore be sure to examine the local patterns when considering journals with low overall numbers of citations.

38 Kreider, Janice. “The Correlation of Local Citation Data with Citation Data from Journal Citation Reports,” Library Resources and Technical Services 43.2 (1999): 67-77.
Although citation analysis has the distinct limitation of not measuring undergraduate usage, it is valuable for determining some degree of faculty usage. In addition to vendor-generated usage statistics, citation analysis can aid in establishing e-resource value.

C. The Approaches of Electronic Resource Management Systems

Because librarians have different methods of collecting and analyzing statistics, it would be valuable to see whether any sort of standardization has occurred in the arena of e-resource management software. Timothy Jewell has been conducting research concerning all aspects of electronic resource management, from acquisition and licensing to continuing evaluation of resources once they have been purchased. Jewell surveyed several institutions that have individually undertaken projects to manage their electronic resources. Examples of these institutions are MIT, Penn State, University of Virginia, Yale, Arizona State University, and Cornell, among others.

Although Jewell notes that libraries have difficulty analyzing vendor-provided statistics due to the inconsistency of vendor-generated statistics, there are some institutions that have been analyzing their vendor-generated statistics. An example is Arizona State University’s local database, which includes information for librarians about how to acquire the statistics from vendors. This system also has programmed spreadsheets that can compute ratios of different measures (e.g., cost per search).

In addition to home-grown solutions for managing e-resources, there are also at least three commercially available e-resource management systems. Innovative

---

40 For comments on inconsistency of statistics, see Jewell 23.
Interfaces’ Millennium Integrated Library System has an Electronic Resources Management module, but the product documentation available on the web describes only general functionality including holdings data, access methods, and contracts and licenses. The Colorado Alliance of Research Libraries offers a suite of products under the name Gold Rush, and the Gold Rush “Staff Toolbox” module shows basic information about e-resource statistics, such as where on the web they are located, but it also does not import any specific measures from vendor reports.

EBSCO is the only product of the three, however, that appears to use some kind of standardized arrangement of statistics. EBSCO’s A-to-Z E-resource Access & Management allows administrators to see “overall usage (sessions, searches, link-outs) and usage of each journal (link-outs by target)” which can be put into reports. Whether this data is library-collected or vendor-collected, there is some report-making capability in this software. There is not, however, widespread standardization within the E-Resource Management modules as to the functions selectors would like to perform on usage statistics.

Although many people have defined the statistics with which to evaluate electronic resources and offered different methods of interpreting these statistics, it is clear that there is a lack of standardized collection and interpretation of these statistics. The goal of this study is to continue conversations about what statistics are most useful for indicating electronic resource usage and how these statistics should be analyzed.

D. The Selection Process at UNC-Chapel Hill

The library system at UNC-Chapel Hill is divided into three main areas, one of which is the Academic Affairs Library, which comprises Walter Royal Davis Library (the Graduate Library), Robert B. House Undergraduate Library (which includes the Media Resources Center), all of the collections in the Louis Round Wilson Library (including Manuscripts and Maps), and a number of departmental branch libraries. The other two main areas of the UNC-Chapel Hill system are the Health Sciences Library and the Law Library. Each of the three areas has its own administration and funds for acquiring serials. Within the Academic Affairs Library, branch libraries may benefit from centrally funded serials as well as being responsible for acquiring licenses for resources that target their specific user populations. Within the Academic Affairs Library, a cross-disciplinary group of selectors called the Electronic Resources Selection Committee (ERSC) is responsible for selecting centrally funded resources. For centrally funded resources, these librarians make the final decisions as to what to cancel. For departmentally funded resources, the academic departments (and thus the faculty) affiliated with the branch libraries have a say in determining which resources to cancel.

Christie Degener and Marjorie Waite, of the UNC Health Sciences Library, write that there are many different models for the manner in which an institution acquires access to electronic resources. For example, a library may have free access to an electronic version of a resource with a subscription to the print version. Some other options are paid access to electronic with subscription to print, electronic subscriptions only, and consortial (partial) payment for electronic access. This means that the decision

---

to cancel a resource is potentially more complicated than simply deciding to cancel the electronic aspect of the resource. Sometimes the process includes deciding whether or not to cancel the print, as well.

Julianna Harris’s Masters Paper, completed after a major UNC serials cancellation project in 2002, presents the sort of serials evaluation process that occurs at present at UNC’s Academic Affairs Library.46 Harris assessed the serials evaluation processes of several different UNC selectors. She found that during the cancellation, UNC selectors used patron usage statistics, especially those gathered over a long period of time, and citation analysis to evaluate resources. They also relied greatly on conversations with faculty members in their particular field. The fact that Harris found that selectors use usage statistics suggests that selectors have a process for evaluating electronic resources, but this process may vary from selector to selector, as Harris found with respect to the selectors’ overall processes of serial evaluation. This finding led the author of this study to conduct interviews with selectors from the Academic Affairs Library, Health Sciences Library, and Law Library in order to determine whether there are different patterns of statistical usage among UNC selectors.

III. Methodology

In preparation for this study, the author consulted relevant literature in order to find questions that would reveal selectors’ opinions about the validity of different statistical measures. The author then designed interview questions based on the findings from this literature review. Members of the Academic Affairs Library Acquisitions staff offered valuable advice as to the question composition. With the aid of the head of the Academic Affairs Library (AAL) Acquisitions Department, the author identified potential participants throughout the UNC Library System, including the Health Sciences and Law Libraries. Some of these selectors were recommended by the head of AAL Acquisitions, and some selectors were chosen by the author from a directory list of selectors composed by the University Libraries. The author made an effort to include participants who select scientific, technical, and medical (STM) publications as well as participants who do not. In total, twenty selectors were contacted by letter, the text of which can be found in Appendix A. Of those twenty, four did not agree to participate, six did not respond, and ten agreed to participate. The responses of these ten are analyzed in this paper.

The author scheduled interviews with each selector, and these interviews lasted between thirty-five minutes and an hour. Prior to each interview, each selector was e-mailed a copy of the interview design for optional review before the interview. This interview design is presented in Appendix B, and a synopsis of the questions can found in the following paragraphs. At each interview, the participant was also given a paper copy of the interview design. The author took paper notes during the interview sessions, and
each interview was tape-recorded. Each interview required different questions on the same themes, as different selectors had different experiences and points of view; not every question was relevant to the experiences of every selector.

The interviews were broken into two main segments, the first of which consisted of questions about the selector’s current process of e-resource evaluation. The selectors were first told that the purpose of the study was to establish how selectors currently use statistical measures and how they would like to use the measures if they were more standardized. Then each selector was asked whether he or she had ever participated in a project that involved the cancellation of an electronic resource. Following this question, the selector was asked to describe his or her use of library-generated and vendor-generated statistics when evaluating electronic indexes, databases, and journals. The author also attempted to discover whether selectors used spreadsheet or database software in order to aid their decisions. If a selector had never had to cancel resources, the selector was asked to speculate as to the potential usefulness of library-generated and vendor-generated statistics. The goal of this section was to gain narrative information about current statistical evaluation practices or, in the case of no actual selections, general attitudes toward usage statistics.

The next set of questions tried to establish the ideal measures that a selector would choose, in the event that the selector had to make cancellation decisions, and library-generated and vendor-generated statistics were more standardized and comparable to one another. This set of questions was divided into two parts, one asking specifically about evaluating electronic indexes and databases, and the other asking about evaluating electronic journals. The question in the EID section asked selectors to rank examining
four kinds of measures: session count, number of searches run and other more specific indicators such as full-content items examined or downloaded, both session count and search count or other specific indicators, and number of turnaways. The definitions for these terms, taken from the COUNTER 2002 Code of Practice, and the ICOLC 2001 revision, were provided to the participants on the interview design (as illustrated in Appendix B). The selectors were also asked to explain why they chose as they did.

The next question, which asks about ideal measures for electronic journals, required an additional assumption of some of the selectors. If participants selected non-STM resources, they were asked to assume that they would have access to the Institute for Scientific Information (ISI) Journal Citation Reports database for the Social Sciences, which would be analogous to the ISI Journal Citation Reports Science Edition. (UNC libraries currently subscribe only to the Science Edition.) This section of the interview asked which strategies selectors would prefer to evaluate journals: journal citation analysis, analysis of vendor-generated statistics, or a combination of the previous two strategies. Again, the participants were asked to explain their preferences.

The next question asked whether any other measures or statistics for evaluating e-resources had been omitted from the interview questions.

The last question asked the selectors to discuss the context in which they evaluate electronic resources. The purpose of this last question was to determine the relative importance of statistical analysis in deciding which e-resources to cancel.

After the interview responses were collected from the paper notes of the interviews and the tapes of the interviews, they were entered into an Excel spreadsheet with column headings that corresponded to answers to particular questions. Where a
binary variable was represented, the spreadsheet was populated with either Y for “yes” or N for “no.” Columns were added to the spreadsheet for the accompanying rationales and narrative information that participants provided about given measures. Where selectors were asked to rank several measures in comparison with one another, a column in the Excel file corresponds to the name of the measure and each selector’s individual rankings corresponds to each measure.

The complexity of the interview data in the ranking questions derived from the author’s desire not to impose too many constraints on the participants’ narratives and judgments of different measures. Instead of using consistent numerical scales for each set of preferences, selectors tended to choose different methods of ranking certain measures over others. Selectors would often give verbal descriptions rather than use the 1-4 or 1-3 ranking scheme set forth in the questions. In addition, certain selectors did not respond to certain questions, because they had not been in a position to form opinions about the questions asked. As a result, different questions about ranking also draw from different-sized pools of selectors. In many cases, selectors chose to rank two measures equally or not to assign a given rank to any measure.

These factors contributed to the author’s decision to impose a standardized vocabulary on the results of the ranking questions. Where selectors did not participate, the value of “n/a” was plugged into the Excel spreadsheet. Where selectors did participate, the author analyzed actual responses and assigned the values of “most,” “second-most,” “third-most,” in one case “fourth-most,” and “least” indicative. For example, if a selector had indicated that a certain measure was “best,” this would be translated to “most” indicative of e-resource value. Where participants were not asked to
assign scalar values (e.g., in describing different methods of citation analysis), only the
values of most indicative, least indicative (in some cases), and relative value can be
described with any confidence.

The author planned to compile any trends that emerged in participants’ responses
across the two main sections of questions. The goal was to be able to count numbers of
the selectors who responded in any given way and to compare this number with the total
number of selectors interviewed or the total number of selectors who responded to a
particular question. Then, the interviewees’ narrative information could explain the
apparent trends. In this way, the author intended to provide reasons for any patterns in
selector preferences.

An expected pattern was that the majority of selectors would prefer to use a
combination of both less specific and more specific measures in evaluating electronic
resources of all kinds. Another hypothesis was that a minority of selectors would prefer
to use only the less specific measures, because of either lack of time or lack of ability to
compare the more specific measures with any library-generated measure. A final
hypothesis was that selectors would choose to use both citation analysis and vendor-
generated statistics in evaluating electronic journals.

An analysis of the interview data as it was compiled in the Excel spreadsheet
follows in the next section.
IV. Analysis of Results

This chapter will begin with some basic information about the selectors themselves. A compilation of how selectors currently choose to analyze their usage data will follow. This information is informed by a more detailed description of the environment in which they make their decisions and the relative importance of usage statistics. The section will then report the answers to the target questions of the study: it will identify selectors’ preferred ideal measures for EIDs, followed by their preferred ideal measures of EJs, looking first at vendor-generated statistics and then at citation analysis. The section will conclude by exploring any additional criteria that selectors evaluate during a cancellation.

A. Demographics of the Selector Population

Of ten selectors interviewed, two selected STM e-resources in addition to non-STM e-resources, and four selected STM titles exclusively, making a total of six selectors who had selected STM e-resources. The remaining four did not select STM publications. Six of the ten did not report any connection with either the Electronic Resource Selection Committee (ERSC) or any other committee involved in evaluating or selecting e-resources. Two of the selectors did report having worked with a committee, although they were not members of the ERSC. Finally, two of the selectors were members of the ERSC.

The majority of the selectors (seven out of ten) had participated in some way in a cancellation project for which the selector’s library had had to cancel titles. One selector
of the seven served as a reference for other selectors who actually made cancellation decisions, and the other six selectors actually were responsible for making decisions. Of the three selectors who had not cancelled resources, one reported that this selector’s department had been informed that it would have to cut a certain portion of its budget, but funding had been found to sponsor the resources targeted for cancellation. The two others reported that they had cancelled CD-ROM versions of titles in favor of web-access versions.

B. How Selectors Currently Gather and Analyze Usage Statistics

Of the seven selectors whose departments have participated in cancellation projects, four reported that either they or their departments examined library-generated session statistics of varying kinds using Excel spreadsheets (see Table 1). Of the three selectors who did not report the use of spreadsheets to examine the library-generated statistics, one could not remember whether the host department had used spreadsheets, and one reported that some members of the host department did use them while other members did not. The third selector’s library gathered different statistics and analyzed them using log analysis desktop software. Of the three selectors who had not participated in a cancellation project, two indicated that in the context of a future cancellation project, they would look at library-generated session statistics in order to make their decision.

<table>
<thead>
<tr>
<th>Use library-generated statistics</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Systematically use Excel to analyze above statistics</td>
<td>4</td>
</tr>
</tbody>
</table>

*Number of selectors who participated in cancellations: 7
Although there was such a high level of acceptance of the library-generated session statistics, eight of the ten total selectors expressed at least one concern with the data available from the session statistics. Two kinds of concerns were expressed: the first group of concerns related to the web interface from which the selectors can download the session data. One selector commented that it is impossible to determine which department is economically responsible for each title, as the titles are merely presented in an alphabetical list. Another selector noted that there is no way to group the titles by publisher, and it is more difficult than it could be to pick out an individual title.

The second kind of concern pertained to the interpretation of the number of sessions counted by the library’s server log. Five selectors indicated that the session count tends to undercount users, because if users bookmark the homepage of the resource, then they do not enter through the library’s gateway page, and thus they are not counted by the library’s server log. This concern echoes Duy and Vaughan’s statement that the gateway page entry count is a “gross undercount of users.”

Two selectors mentioned that there is no way to gain information about the information-seeking behaviors that users display once they are inside the resource, because the library’s server log cannot collect information from the vendor’s web-pages. One selector was unsure as to how sessions were defined by the library; on the actual intranet site, there is no documentation defining the count or describing how the count was taken.

Of the seven selectors whose departments conducted cancellation projects, six selectors reported that their departments used vendor-generated statistics to aid in the decision-making process (see Table 2). The other selector was not aware whether the
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department had used vendor-generated statistics. Four of the selectors who did use vendor-generated statistics reported the use of Excel to organize and analyze the data. One selector indicated that co-selectors may have used different groups of vendor-generated statistics; in other words, there was no standardized process. The other selector of the six represented the department that gathered its own server log files and analyzed them using desktop programs.

Table 2. Use of vendor-generated statistics

<table>
<thead>
<tr>
<th></th>
<th>Number of selectors*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use vendor-generated statistics</td>
<td>6</td>
</tr>
<tr>
<td>Systematically use Excel to analyze above statistics</td>
<td>4</td>
</tr>
</tbody>
</table>

*Number of selectors who participated in cancellations: 7

Seven out of ten selectors commented on the difficulties of using vendor-generated statistics. The most frequent comments were that it is difficult to interpret the statistics because different vendors define the measures differently, or because the vendors have not defined the measures clearly. An interviewee commented that the session count may not reflect useful information because if a person fails to log out correctly, the session may still be counted as active for a long period of time even if the user is not actually using the resource. One participant mentioned an access problem: the many vendor-generated statistics that are password-protected are mostly unavailable to selectors, because the passwords are not widely distributed to selectors. Another problem directly related to the selectors themselves is that not all selectors choose to examine the same measures, so it may be difficult for selectors to communicate and compare processes with one another.
The participants had interesting feedback concerning the use of Excel to compare titles. Two selectors provided a very detailed account of how they use spreadsheets to help them analyze titles. One interviewee compiles a “total uses” number per journal title per year by adding sessions to a locally-calculated estimate of print journal usage. The session count is determined by comparing the library-generated with the vendor-generated session count and by using whichever figure is higher. After this session count is added to the print usage number and the overall cost of the title is entered into the spreadsheet, the cost per use can be calculated. The title’s impact factor is also entered into the spreadsheet.

The other selector who shared information about the Excel spreadsheet also reported using both library-generated and vendor-generated session counts for analyzing titles. Where possible, the selector uses the library-generated count, but if it seems that this count is low, the selector incorporates the vendor-generated sessions. This spreadsheet is populated with the title, holdings, electronic use as previously defined for the current year to date and the previous year, and average electronic use per year. It also includes the average number of uses of the total of both print and electronic, and the cost per use, among other categories. This analysis includes not only cost per use information, but also an indication of the amount of content in the title: number of pages in the previous year, price per page in the previous year, and number of physical issues in the previous year.

As seen above, selectors can use Excel spreadsheets to reflect not only usage statistics but also other contextual information. A selector who did not participate in cancellations described a spreadsheet that contains the titles, whether the titles are full-
text, dates of full-text coverage, and the aggregated resources in which a certain title is present.

C. Context of the Cancellation Decision

One of the goals of this study was to determine the degree of importance that usage statistics hold in the cancellation decision. In order to achieve this goal, the author asked selectors about the context of their decisions and the relative importance of usage statistics in making their judgments. The environment in which the selectors license electronic resources is a complex combination of matching funding availability with collection development and maintenance decisions. Selectors must take into account many factors when they decide whether or not to cancel a particular title. Some of these factors are characteristics of the titles themselves, some are features of the users of the resources, and some come from the environment of the library. (For a summary of these factors, see Table 3.)

The content of the resource is an extremely important criterion in the selection of the electronic resource, and it is equally important in any cancellation project. Three selectors explained that when a title is critical to the discipline, the library does not consider canceling it, even if its usage figures are low, because the resource is crucial to the practice of the particular discipline. Rather than cancel the resource, it is necessary in these cases to educate users so that they use the resource.

In addition to the content of the resource, the format of the resource is a concern for selectors. In a cancellation decision, print usage is often considered at same time as electronic. Consequently, selectors have made different decisions as to whether or not to keep the print, electronic, or both. At this point, most e-resources are not stand-alone,
although this situation will most likely not always be the case. One participant’s department is receiving fewer print subscriptions and relying more heavily on electronic access, so cancellation of electronic resources is beginning to have extra weight.

The users of the resources, themselves, are no less important to the cancellation decision than factors about the contents and format of the resource. Some selectors are primarily interested in the use of resources by undergraduates, while others are more interested in a combination of faculty and undergraduate use. Knowledge of the targeted users’ activities also informs selectors; for example, the number of sessions and searches are ways to evaluate student usage, but citation analysis is not, because students are not published. In addition, a selector commented that there is not a lot of browsing activity in the library in question, because users primarily seek particular, known articles.

On some occasions, users have input into the decisions: faculty members exercise different amounts of influence on the decisions. Faculty may not be consulted at all, if the resources involved are centrally funded. On the other hand, some departments present their proposed cancellation lists to faculty, who evaluate these lists.

The collaborative environment of the centrally funded committee was a topic that emerged in multiple interviews. In this sort of environment, selectors have to take into account the needs of other departments as well as their own, as the funds are centrally provided. One interviewee commented that someone in an individual department may analyze data at a different level than someone working in a committee environment.

Table 3. Summary of contextual influences

- Resource content
- Existence / nonexistence of print counterparts
- Knowledge of users
- Faculty involvement
- Collaborative environments
D. The Relative Importance of the Usage Statistics

Because of the variety of factors influencing de-selection of electronic resources, the usage statistics may not be viewed as the best indication of whether or not a resource should remain the library’s collection. When the participants were asked about the relative importance of usage statistics, unsurprisingly, they gave a variety of responses. Two selectors felt that the content of the resource is paramount, and librarians have a prescriptive responsibility in keeping theses resources for their users. Some participants consider all factors at the same time and do not privilege statistics. Others suggested that usage measures are just one factor to be used in a multi-step approach to cancellation. In this situation, examination of statistics is only the first step in a longer process to determine a group of resources that need to be investigated further. One selector remarked that usage statistics are becoming increasingly important, although not the only important factor. Finally, one selector indicated that the usage statistics are the most important factor. In short, selectors have very different views as to the relative importance of usage information.

E. Selectors’ Preferred Measures for Electronic Indexes and Databases

The interview responses indicate that there is also very little consensus as to which measures participants viewed as the most indicative of electronic resource value. One of the questions that this study seeks to answer is, “Do UNC-Chapel Hill Library e-resource selectors prefer to evaluate electronic indexes and databases with a combination of less specific and more specific cost-per-use measures or just one of these types of measures?” In order to answer this question, it is necessary to present the participants’ rankings of the e-resource evaluation techniques.
Of all ten selectors, only seven gave a ranking to the vendor-generated measures of sessions, searches and more sophisticated measures, or a combination of sessions and more sophisticated measures. Of the three selectors who did not participate, one did not wish to comment because of lack of experience with the measures in question, one said that the content of the resource was the only important factor, and the last said that the criterion to be used depended on the kind of resource being examined. For example, a search count might be appropriate for a bibliographic database, while a session count might be more appropriate for a textual tool such as Literature Online. Of the seven who ranked measures, two responded that sessions are most indicative of electronic index and database value, and two thought that searches and other more specific measures such as number of full-content units examined or downloaded are most indicative (see Table 4). Three selectors said that both together are most indicative, and none of the participants thought that turnaways are most indicative of EID value.

This general lack of consensus was borne out in the measures that selectors chose as second-most indicative of EID value. Of the seven selectors who ranked strategies, two chose sessions, two chose searches and other more specific measures, two chose both together, and one chose the turnaway count. It must be noted, however, that only five participants chose to rank the other measures besides sessions, only four chose to assign any “second-most indicative” measures, and one person assigned three measures the value of “second-most indicative.” Finally, of the seven selectors who ranked any measures, only four selectors designated any measure “least indicative” of EID value. Three selectors chose turnaways as the least indicative, and one selector chose searches
and other, more specific measures because of lack of time to analyze these specific measures.

<table>
<thead>
<tr>
<th>Table 4. Preferred measures for EIDs</th>
<th>Number of selectors who ranked measure “most indicative”</th>
<th>Number of selectors who ranked measure “second-most indicative”</th>
<th>Number of selectors who ranked measure “third-most indicative”</th>
<th>Number of selectors who ranked measure “least indicative”</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sessions</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Searches and other more specific measures</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Both of the previous two</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Turnaways</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

*Number of selectors who ranked choices: 7; see text for further notes on interpretation*

When looking at the overall trends of selectors’ responses, one apparent pattern in the numbers seems to be that the largest number of people (by a very small margin of one!) thought that looking at both less specific and more specific measures was the best strategy, and not one of the seven who ranked the measures wished to designate looking at both of the measures together as the least indicative of their value. Because there was not an overwhelming majority, however, it seems that there is room for a variety of opinions as to the usefulness of different measures.

The selectors’ explanations of why they ranked measures as they did illuminate some of the reasons for disagreement. One participant commented that when gross overall usage is the object of investigation, session indicates a degree of interest in the resource on the whole. In addition, this participant noted that while it may be ideal to consult both session and search count, this strategy may not be feasible because of the time pressure under which selectors are forced to make their decisions. The choice of
what measure to consult may not always be driven by what will provide the most detailed information. Another interviewee who commented on the primacy of the session count explained that the user’s initial judgment of the resource’s relevance was the most important sign of use. This opinion implies that the session count is the most important measure because it counts the activity (log-in) that is a prerequisite for any further activity within the site, regardless of what constitutes that further activity.

By way of contrast, two selectors indicated that the gross overall measures such as session count may not be a good indicator of usage, because they may reflect mistaken clicks either to enter the resource or while within it. One participant felt that search counts were equally subject to mistaken clicks, and indicated that full-content units examined and downloaded are much less likely to result from unintentional clicks. Another view is that all of the activities recorded while users are inside the resource, including searches, full-content units examined and downloaded, are of the most value. According to this view, because the session is not as reliable, considering session counts in conjunction with the more specific measures somewhat “dilutes” the value of these more specific measures.

Two interviewees commented on the primary importance of the search count, although one noted that it is impossible to tell whether the user found his or her search results to be useful. This selector also equated the number of full-content units examined with the number of full-content units downloaded in importance, because different users have different styles of viewing full-content units: some users may choose to identify a path of access to a particular article and choose not to download the article, because the person can easily return to the article in its on-line environment. This idea presents a
different model of article discovery and usage than the pattern reported by Davis and Solla, in which users of American Chemical Society publications used the e-resource as a “networked photocopier.” Selectors are taking into account the fact that different users may privilege certain kinds of access over others.

As these different opinions show, there is not an overwhelming consensus as to which measures most accurately represent the “highest level” or even perhaps an adequate level of use of an electronic resource. This lack of consensus arises again in the responses to questions specifically targeted at the measures used to evaluate electronic journals.

F. Preferred Vendor-Generated Measures for Electronic Journals

Of the ten selectors, seven selectors assessed the relative value of different vendor-generated measures. Two interviewees did not discuss these measures, because they had not used these measures before and so did not feel in a position to comment on their relative usefulness. The other selector who did not participate did not do so because content was so important that this selector would not examine any other criteria.

As in the patterns of preferences for vendor-generated statistics in evaluating electronic indexes and databases, none of the measures emerged as clearly of most value (see Table 5). Two selectors chose the number of sessions as most indicative of EJ value, two chose the number of searches, three chose the number of full-content units examined, by type of page, and two chose the number of full-content units downloaded, by type of file. One participant assigned “most indicative” equally to session and search, and another interviewee reported that both full-content units examined and downloaded are equally important. Again, as with electronic indexes and databases, most of the selectors
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indicated that turnaways are not valuable for making cancellation decisions, because turnaways are used only to determine that more simultaneous users are necessary for a particular resource.

Table 5. Preferred vendor-generated statistics for electronic journals

<table>
<thead>
<tr>
<th></th>
<th>Number of selectors who ranked most important*</th>
<th>Number of selectors who ranked second-most important</th>
<th>Number of selectors who ranked least important</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sessions</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Searches</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Full-content units examined</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Full-content units downloaded</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Turnaways</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
</tbody>
</table>

*Number of selectors who ranked choices: 7; see text for further notes on interpretation

Although the author looked for other patterns that might emerge in the rankings of certain measures as second-most indicative or even lower on the chain, the only interesting pattern that emerged was in a comparison that was not made in the EID evaluation section. In the EID section, selectors were asked to consider full-content units examined and full-content units downloaded as part of the same preferred strategy. In the EJ section, however, full-content units examined were considered a separate measure from full-content units downloaded. It was possible in this section to compare selectors’ ranking of examining as opposed to downloading. With journals, as the primary full-content unit is the article, selectors commented on their preferences in this area. Of five selectors who made any direct comparison between the measures, however, two thought that knowing the number of articles examined was more useful than knowing the number of articles downloaded, while two thought that the opposite was the case. One selector
said that both numbers were equally important in indicating e-journal value. It seems that selectors disagreed as to the relative importance of the two methods.

Also, as in the selectors’ comments regarding the process to determine EID value, similar comments explained selectors’ choices regarding electronic journals. One participant reported that the trends of increase or decrease in the numbers of searches and sessions were of interest, although these measures may be corrupted by “noise” from search engine hits or by the substitution of IP addresses for individual users. This participant noted that there can be legitimate use of a resource without downloading, which is in accord with another selector’s comment, applicable to both EIDs and EJs, about users’ different preferences of viewing on the site versus downloading.

One selector commented that it would be interesting to look the numbers of articles examined and downloaded, but that the time constraints under which the selectors operate would most likely preclude them from looking at these numbers; this comment recalls a selector’s remarks in the EID section regarding examining both session and search counts.

Because every measure besides turnaway received at least two nominations for the most valuable measure, a reasonable conclusion is that each measure does have some value for evaluating e-journals.

**G. Relative Value of Journal Citation Analysis Versus Vendor-Generated Statistics**

This section attempts to answer the question, as stated in the introduction: “Do selectors prefer to evaluate e-journals with a combination of cost-per-use measures and citation analysis measures, or just one of these kinds of measures?” Of all ten selectors,
six ranked the three choices, and two ranked the choices conditionally, stating that they would choose to use citation analysis only if the vendor-generated statistics suggested a need for further analysis. One of the selectors who chose not to participate cited lack of experience with the measures, while the other said that content was the only important factor. None of those who participated thought that citation analysis alone is most indicative of electronic journal value. Two interviewees responded that vendor-generated statistics are most indicative, while a majority of five people thought that a combination of both techniques is the best method for determining electronic journal value (see Table 6).

Out of ten selectors, only six chose to rank citation analysis, vendor-generated statistics, and both as methods of e-journal evaluation. In addition to the two selectors who did not rank any of the measures, two of the selectors said they would use a two-step approach, in which they both would consult the vendor-generated statistics first, and then citation analysis, if the vendor-generated statistics did not provide enough information for them to make a decision.

A pattern did emerge in the responses of those selectors who did participate. A majority of seven out of eight selectors think that a combination of both citation analysis and vendor-generated statistics is the best metric for e-journal value, including the two conditional responses. None of the selectors reported that citation analysis on its own is most indicative of e-journal value, and one person reported that vendor-generated statistics are most indicative. Two interviewees ranked both citation analysis and vendor-generated statistics equally as second-most indicative, giving citation analysis a total of four rankings of second-most indicative, vendor-generated statistics a total of four
rankings, and both types of measures received no rankings. Each of the measures received one vote as least indicative, and only three “least indicative” values were assigned. There seems to be a basic consensus that both major methods of evaluating e-journals have some value for most selectors.

<p>| Table 6. Relative value of citation analysis and vendor-generated statistics |
|----------------------------------------|----------------------|----------------------|----------------------|</p>
<table>
<thead>
<tr>
<th></th>
<th>Number of selectors who ranked most indicative*</th>
<th>Number of selectors who ranked second-most indicative</th>
<th>Number of selectors who ranked least indicative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Citation analysis</td>
<td>0</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Vendor-generated statistics</td>
<td>1</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Combination of both above</td>
<td>7</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

* Number of selectors who ranked choices: 6 and 2 conditionally; 2 conditional respondents included in the count of most indicative measures; see text for further notes on interpretation

When the selectors compared the two methods of evaluation, citation analysis was identified as being appropriate more for discovering the extent of faculty use of a title, rather than student use. One selector noted that undertaking a citation analysis project is quite time-consuming, so it is unlikely to happen, as was the case with other investigations that would take a long period of time. Another selector suggested that the usage statistics and citation analysis measures could be weighted somehow so that the citation analysis could provide information about the use by the scholarly community at large, and the usage statistics could identify patterns of local use.

**H. Relative Importance of Citation Analysis Methods**

Eight of ten selectors ranked the citation analysis measures to provide a scale of relative usefulness. Of those who did not participate, one person said that the content is
the most important criterion used for evaluating journals, and one person did not feel comfortable answering because of lack of experience with the citation analysis measures.

The most obvious trend was that six of eight selectors chose journal impact factor (as defined on ISI’s Journal Citation Report) as the best citation analysis measure (see Table 7). Two chose local citation patterns, and two chose overall number of citations. None of the selectors chose journal half-life as the most indicative measure, and two of the selectors chose to assign this measure a value of “least indicative.” It must be noted that one person ranked impact factor and overall number of citations equally as most indicative, and one person ranked impact factor and local citation patterns equally as most indicative. For the second-most indicative criterion, five out of the eight selectors who chose most-indicative criteria chose local citation patterns as the second-most important factor. (Three of the selectors chose not to assign any “second-most” values, although they may have assigned “most” and / or “least.”) None of the selectors chose impact factor, overall number of citations, or journal half-life.

<table>
<thead>
<tr>
<th></th>
<th>Number of selectors who ranked most indicative*</th>
<th>Number of selectors who ranked second-most indicative</th>
<th>Number of selectors who ranked least indicative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Journal impact factor</td>
<td>6</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Local citation patterns</td>
<td>2</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Overall number of citations</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Journal half-life</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

* Number of selectors who ranked choices: 8; see text for further interpretation

I. Summary of Patterns

Overall, complex patterns are represented by the interview data concerning selectors’ preferred measures. In the case that selectors are evaluating electronic indexes
and databases, there is evidence that selectors would like to use a combination of session count and more specific measures, although this was by no means conclusive. Selectors had various reasons for choosing to examine both, one, or another. Similarly, in the examination of e-journals, when selectors had to choose the most valuable vendor-generated measure, there was not a consensus as to any one measure, with sessions, searches, full-content-units examined and downloaded all having very similar counts. The total number of high rankings for the more specific measures, however (seven votes total for the combination of searches, full-content items examined, and full-content items downloaded, as shown in Table 5), far exceeded the number of high rankings for the session count (2 high rankings). All the participants agreed that the turnaway count was only useful for calling to selectors’ attention the need for more simultaneous users.

With regard to evaluating electronic journals by vendor-generated statistics, citation analysis, or both, most selectors indicated that using both strategies, possibly looking at vendor-generated statistics first and then consulting citation analysis, would be a good strategy. The preferred citation analysis measures were global journal impact factor and local citation patterns.

**J. Other Possible Statistical and Non-Statistical Measures**

Although the interview questions addressed many statistical measures that are used to evaluate electronic resources, other measures were not included. As one of the last questions, the author asked the selectors to enumerate any additional statistical measures they would use. Selectors mentioned statistics that concern the user population and measures of cost per usage of the resource. Some participants indicated that the number of potential users (in the words of one selector, the "minimal expected user
base") would be a useful number to have, even if it were an estimate. This number could include the number of a particular department’s majors. Another selector commented that it would be interested to have a constituency breakdown by domain (.edu, .gov, .com) if this were possible to gather.

Another suggestion was the cost of the resource, and the number of pages, in order to determine cost per page. The number of physical issues was suggested, which would also be useful for determining cost per use. Taking into account the total amount of money available was another suggestion.

Table 8. Summary of most frequently mentioned additional statistical measures

- Cost and cost per use
- User population size
- Amount of money available

Of the non-statistical measures that selectors recommended, the content of the resource was the most frequently occurring suggestion. Also, in the words of one participant, is the resource a “broad survey tool” or a “more in-depth research tool?” The importance of the resource to its discipline or to a local program must be taken into account; the library has to support the University with core resources. Another important feature of the resource is the degree of overlap with other publications and a listing of all of the formats (or, perhaps even all of the e-resources, in the case of particular journal titles) in which this resource may be available. For journals, it is important to know whether they are indexed in abstracting and indexing tools, because if they are not, it is impossible to find them. The non-indexed titles would be canceled. A tool to keep track of this information could be a spreadsheet indicating which titles are indexed in which abstracting and indexing services.
Other factors that are considered include information about the host institution and its peer institutions, as they relate to the resources in question. For example, if the host institution sponsors or publishes the title, or if faculty are on the editorial board, this resource is not considered for cancellation. In addition, knowing that peer or rival institutions subscribe to a particular resource may be an incentive for retaining this resource.

Finally, several measures are not currently available (and, in fact, some may never be available, because of privacy concerns), but some selectors expressed interest in them. It would be very instructive to know users’ specific search strategies, and general topics of interest to users. It would also be interesting to know the status (e.g., undergraduate or graduate student, faculty) of the user. It would also be good to know what times of year are peak times of use for particular resources. At this point, it is possible to compile statistics to see this last measure, and it is also possible, at least on some vendors’ statistical reports, to see what articles were the most often viewed. The identity of the users, however, will most likely never be available because of privacy concerns, and it would take a very involved study to determine user paths through a resource, so this is another measure that is not likely to happen in the near future.
V. Recommendations

The information gathered from the ten selectors makes it possible to identify common areas of the e-resource evaluation process and indicate what kinds of components should be included in any software designed to support the e-resource cancellation process.

Because it is necessary for selectors to view and compare subsets of the total set of resources, it would be useful for any supporting software to enable selectors to move different resource titles into different queues when the need should arise. For example, all of the electronic indexes and databases (EIDs) that are being considered for cancellation can be placed into one large EID queue or holding area, and likewise, all the electronic journals (EJs) can be placed in their own holding queue. Then, particular titles can be moved to different holding queues. If titles were mistakenly moved into one queue, or if new information emerges that suggests that titles should undergo more investigation, they should be able to move back into any different queue.

The findings of this study suggest that the contexts in which different selectors make decisions affect the kinds of data that they would like to use in their evaluation processes. Because of the variety of data needed, it would be best for the functionality of the software to include viewing information concerning both the content and usage levels of an e-resource. In addition to content and usage information, selectors may also want to create customized reports with other evaluation methods which may or may not have been included in this study. The database must therefore be able to generate reports that
carry out different functions. For example, selectors could create content evaluation spreadsheets for titles in the “content evaluation” queue. The remainder of the chapter will trace possible paths that different subsets of the electronic resource title list could take through the e-resource management software and describe some of the possible reports that may result from this process. The sequence of the information path through different queues is documented in Appendix C in graphical format.

Based on the responses of the participants, EIDs and EJs can undergo the same kinds of content and statistical analysis. The major difference is that citation analysis is only applicable to journals. The next several paragraphs will describe the functionalities that affect both EIDs and EJs.

Because analysis of the content may have a profound impact upon whether statistical analysis is needed, EIDs and EJs, in separate holding areas, could pass through a content analysis portion of the software first. (This portion could draw in information from the library’s integrated library system, if there is such a system in place.) While the records are in the first holding area, selectors could run content analysis reports on selected records. A sample report could return a list of electronic journal titles that are represented on an article by article basis in a particular aggregated resource.

E-resource records could enter one of three holding areas after passing through content analysis. In each of the three areas, it should be possible to keep the EID records separate from the EJ records. One area is for titles that are “to be retained.” If two titles are unique and / or have totally different dates of coverage, and selectors decide that both are necessary, these records can move into this holding area. If titles need not be reviewed because of their connections with the University, they can also be placed in this
Another area they could potentially go to is the area for titles “awaiting further review;” these records could undergo statistical analysis. Or if the titles are clearly redundant, then these titles could go to the “marked for cancellation” holding area.

After the titles are identified whose statistics do not have to be evaluated, then the remaining resources, both EIDs and EJs, can be statistically evaluated. Although usage statistics may not be the most important feature of title evaluation, enough selectors view these statistics as being worth investigating that it is important to have statistical evaluation portions of the cancellation module. Because there are so many different types of data that pertain to any individual title, it would be useful for management software to draw into a database all the vendor-provided statistics for any particular title and/or package. If all of the vendor-provided statistics were COUNTER-compliant and available in formats easy to import into such a database, this system would work very well.

The cancellation support software should allow selectors to view spreadsheets, since so many of the selectors use Excel files to analyze electronic titles. The software could provide template spreadsheets that selectors could populate with their monthly and/or annual statistics. The selectors should then be able to define any formulas to be used in comparing statistics; for example, they could create their own methods for combining print journal usage numbers with electronic journal counts. Perhaps the designers of the spreadsheet could include default formulas that selectors could either use or change as needed. The reports should also enable selectors to see not only one year’s data, but as many years as they choose to see at a time. By generating easily
understandable reports, selectors can facilitate faculty members’ participation in the selection process.

The segment of the database for comparing vendor-generated statistics should allow selectors to create customizable reports that indicate such measures as sessions, searches, number of full-content units examined, and number of full-content units downloaded per month or per year. These reports can also include any other vendor-generated statistic deemed worthwhile by individual selectors. It would be useful to be able to compare library-generated session counts and vendor-generated session-counts. The reports should also include the overall price of the resource, and it should be able to calculate different cost-per-usage numbers. An estimate of the size of the user population should be represented, with a breakdown of the different groups constituting that total.49 If there is any indication in the resource of how much content is provided per month or per year (e.g., number of pages, or for journals, number of issues), there should be a section of the report dedicated to this number. Although the software may come with already-provided templates that selectors can use, librarians should be able to create customized reports, as well.

Just as there were three options after the records underwent content analysis, the same three areas can receive records that have undergone statistical analysis. If titles have to undergo further review after the statistical analysis, for any reason, they can be placed into the “awaiting further review” area. As decisions are made to cancel particular resources, these titles could be moved to the “marked for cancellation” holding area. Finally, if titles are going to be retained, they can move to the area for those titles.

49 Turnaway counts can be included in the EID or EJ reports, although this number will not be used in the actual cancellation decision. It would be more useful to incorporate this piece of information into a different database intended for resources that the library plans to continue licensing.
Although there are many similarities between the sections of the database dedicated to evaluating EIDs and EJs respectively, the section of the database for evaluating EJs could also include a segment to allow the comparison of citation information. The citation analysis portion of the cancellation support system would ideally be able to draw in information from the ISI database, as well as data that is entered by hand, in order to generate reports that include the impact factor of the journal, any local citation patterns that the selectors have gathered, and the overall number of citations to the particular title. After titles have been analyzed, again, they can move to one of the three previously mentioned holding areas.

Because committee participation is sometimes such a large part of cancellation decisions, there could be a segment of the database dedicated to tracking the total amount of the budget that must be cancelled. Different selectors on a committee could consult the target total and create a running tab to match that total. The selectors could create the running tab by adding their individual cancellation amounts for particular resources. The system could thus facilitate teamwork; at meetings, every member of the committee could see the state of the target total and could understand which titles accounted for particular percentages of the target total.

Organization of complex data is the basic goal of any module designed to help selectors with the cancellation process. If selectors are able to gather together content information, statistical information, and cost information, and to route different resources into different holding areas, then they can make informed cancellation decisions using all available data.
VI. Conclusion

As so many librarians are forced to de-select e-resources because of the rising costs of e-resource subscriptions, it is important for appropriate de-selection criteria to be in place. Although statistical analysis may not be of primary importance in all cancellation decisions, there is enough interest in analyzing usage statistics that there ought to be more standardized methods of carrying out this analysis.

Impediments to the current evaluation of e-resources are the lack of standardization in vendors’ statistical reports and the lack of current consensus on exactly how to use those statistics. Emerging standards such as the NISO Z39.7 200X Data Dictionary, ICOLC and COUNTER are making it easier for vendors to generate and present statistics to librarians.

While there is a lack of consensus on the relative value of particular measures, this study has identified a few overall similarities in selectors’ opinions of which statistics are most useful for cancellation decisions. One point of agreement is that both library-generated and vendor-generated statistics are useful (to at least some degree) in determining e-resource value. For e-journals, citation analysis can also be useful. Also, selectors agreed that the turnaway count was only useful for indicating a need for the library to increase the number of simultaneous users allowed by the contract. In terms of how selectors use the statistics, most people use spreadsheets to examine their data.
Another similarity that emerged is that, amongst at least the sample of the population included in this study, not many selectors choose to create indexes of e-resource value, nor do most selectors examine usage per unit of content.

In addition to these points of agreement, there were other trends of both agreement and disagreement that emerged in selector responses. Some selectors reported preferences for using less specific measures and others for more specific measures in examining electronic indexes and databases. It seems that some combination of the less specific and more specific measures would probably be agreeable to most selectors. For electronic journals, although each individual measure generated similar numbers of high rankings, the rankings suggest that more specific measures such as number of searches, number of full-content units examined and number of full-content units downloaded are more valuable than session counts. Participants also indicated that electronic journals could be evaluated by using some combination of vendor-generated statistics and citation analysis. Of the methods of citation analysis presented in this study, the selectors preferred journal impact factor and local citation patterns. Other common suggestions for methods of evaluation that were not considered in this study are the total cost of resource, the total amount of money available, and the amount of content.

As indicated above, when selectors consider how to assess their resources, they have, and make, different choices. The participants’ choices depend on the measures that they interpret as having the highest degree of usage. For example, one selector said that the only factor of user behavior that was of importance was whether or not a user chose to enter a resource. In another selector’s estimation, however, the best indicator of use involves the printing out of a particular article. Is agreement necessary about what
indicates the highest usage? Does it vary for different librarians who are trying to serve different purposes? For example, trying to measure faculty usage is a different set of queries than trying to measure student usage. In addition, when a librarian knows that there is not generally a lot of browsing activity, then the search count may not be as important as the number of items downloaded. Perhaps there should be efforts toward achieving consensus amongst groups of selectors who are trying to achieve similar purposes with their statistics, especially members of committees.

The author’s recommendations as to which statistics to report relied upon the assumption that not all selectors will wish to make the same spreadsheet reports in their different analyses of the data. In the proposed cancellation support database system, resources can be placed in different queues according to their current place in the evaluation process, and any measure that seems to be of some value can be imported and used in customizable reports. Also in this module, users will be able to compare content, cost, cost-per-use, and percentages of the cancellation total contributed by each cancelled resource.

This study was meant to be only a starting point for further investigation, as it is a small case study. More in-depth interviews and observations of a larger number of selectors will be necessary in order to make actionable recommendations. If other researchers develop this small-scale study into a larger-scale, cross-institutional study, it may be possible to establish enough standardization that electronic resource management modules can begin to incorporate selectors’ preferences of statistics to aid in automating a portion of the process of e-resource de-selection. Further studies may also want to consider whether the criteria used by selectors on committees are significantly different
from individual subject area criteria. Cross-institutional comparisons would be ideal here, as well.

Further studies can avoid the major problem encountered in this study, which was a somewhat inconsistent ranking system for preferred measures. A worded ranking system would have been more helpful, such as the scale of “most useful,” “useful,” “somewhat useful,” “not useful,” “conditionally useful” (with qualifications) and “not relevant.” These particular answers fit the data set that emerged from this particular group of interviews. Despite the lack of consistency in rankings, the major advantage of this study was seeing what selectors currently do, in the context of all the limitations placed upon their time and the statistics, and in the absence of standardized management trends.

It is hoped that as a result of this study, selectors may be able to engage in conversations about what measures are most useful to their cancellation decisions, so that they may provide library patrons with the best quality resources while also allowing the library to expend only the funds it needs to sustain these resources.
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APPENDIX A: Letter Requesting Study Participation

The text of the letter on the following page was used to inform selectors of the study and ask for their participations. This document does not retain the original formatting of the letter, but all of the content is present.
Dear Practitioner,

I am writing to ask you to participate in a study I am conducting to examine the statistical measures that selectors of electronic resources use in order to evaluate e-journals and electronic indexes and databases. This study is a result of my field experience last semester with Selden Lamoureux, Electronic Resources Librarian of the Academic Affairs Library. Selden and I collaborated to identify e-resources whose vendors should provide usage statistics. It became apparent that there are different ways to use the available statistics. I hope that, as an e-resource selector, you will consider being a participant in my study to advance knowledge of how selectors here at UNC-Chapel Hill use and would like to use e-resource usage statistics in cancellation projects.

I would like to conduct individual interviews with approximately sixteen participants. I have selected potential participants based on the recommendations of Janet Flowers, Academic Affairs Library Head Acquisitions Librarian, and based on my evaluation of which departmental subject areas should be represented. I expect interviews to last approximately one hour. All of the information gathered in the interviews will be completely confidential, and any information that may identify participants will be destroyed after the study is complete. In my final report, I will refer to participants only as UNC-Chapel Hill selectors. I do not anticipate any risks to participants of the study, and you may choose not to answer any questions you do not wish to.

If you have any questions or concerns about the study, please contact me at (919) 360-0711 or at rkemp@email.unc.edu, or my advisor, Dr. Robert Losee, at (919) 962-7150 or by e-mail at losee@ils.unc.edu.

The Academic Affairs Institutional Review Board (AA-IRB) at the University of North Carolina at Chapel Hill has approved this study. If you have any questions about your rights as a research participant in this study, please contact the AA-IRB at 919-962-7761 or at aa-irb@unc.edu.

February 2004
I will send all participants a summary of the study when it is completed, and if you request it, I will send you a copy of the entire masters paper.

If you would like to participate in my study, please e-mail me at rkemp@email.unc.edu. Your e-mail will indicate that you have read this letter and that you consent to participate in my study. I will then be able to e-mail you to set up an interview time. If you would rather be contacted by phone, please let me know. You may choose to withdraw your participation at any time.

Thank you very much for your time. I hope that I will be able to make a contribution to discussions about standardizing statistical analysis of e-resource usage.

Sincerely,

Rebecca Kemp
APPENDIX B: Interview Design

The interview design on the following pages was used as a guideline in conducting interviews. Some topics were discussed during interviews that were not included on the design. Also, the order and exact wording of questions varied somewhat from one interview to the next.
Selectors’ Choices: Statistics for Evaluating E-Resources
Interview Design

In the event of a serials cancellation project, e-usage statistics could play a role in determining which titles to cancel. One goal of my study is to determine how selectors currently use e-usage statistics. The other goal is to establish the kind of measurements selectors would like to have available for evaluating electronic databases and journals, assuming that these measures are more standardized and comparable. By achieving these goals, I hope to be able to recommend certain features of a more standardized approach to evaluating e-resources.

A.) Current / Previous use of e-resource usage statistics

1.) Have you ever participated in a project that involved the cancellation of electronic resources?

If yes:

2.) Did you use the proxy server session statistics to evaluate electronic indexes and databases (EIDs) and journals?
   If yes:
   Could you describe how you used the statistics to evaluate the EIDs and what role they played in your decision-making?
   Could you describe how you used the statistics to evaluate the e-journals and what role they played in your decision-making?
   Did you use specific software to aid you (e.g., Microsoft Excel or Access)? If so, what and how did you use it?
   Did you encounter any problems using the proxy server session statistics?

   If no:
   Why did you choose not to use these statistics?

3.) Did you use vendor-generated usage to evaluate EIDs and e-journals?
   If yes:
   Could you describe which statistics you used and how you used them to evaluate the EIDs?
   Could you describe which statistics you used and how you used them to evaluate the e-journals?
   Did you use specific software to aid you (e.g., Microsoft Excel or Access)? If so, what and how did you use it?
   Did you encounter any problems using vendor-generated statistics?

   If no:
Why did you choose not to use these statistics?

If no or after the “if yes” section:

B.) Ideal Measures

For the next set of questions, I am going to ask you to make the following assumptions: 1.) that you have completely reliable and comparable vendor-generated and library-generated statistics in the categories, and 2.) that you are evaluating the EIDs and e-journals in the context of a cancellation.

If you do not select scientific, technical, and medical (STM) e-resources, assume that you have access to a journal citation report similar to the ISI Web of Science journal citation report.

1.) How would you rank the following strategies for determining EID value (using a number scale from 1-4, 1 being least indicative of e-resource value and 4 being most indicative):
   a.) Examining session count
   b.) Examining searches run and other more specific measures, namely the number of full-content items examined and the number of full-content items downloaded
   c.) Examining both a and b together
   d.) Examining turnaways

Definitions:
A session is “a successful request of an online service. It is one cycle of user activities that typically starts when a user connects to the service or database and ends by terminating activity that is either explicit (by leaving the service through exit or logout) or implicit (timeout due to user inactivity) (NISO).”

A search is “a specific intellectual query, typically equated to submitting the search form of the online service to the server.”

A full-content unit varies by the resource being examined. For example, a content unit for a journal would be a “journal article.” For an online dictionary, it would be a dictionary definition. For an encyclopedia, it would be an encyclopedia article.

A turnaway (also called a “rejected session”) is “an unsuccessful log-in to an electronic service by exceeding the simultaneous user limit.”

2.) Why did you rank the strategies as you did?

3.) How would you rank the following strategies for determining e-journal value (using a number scale from 1-3, 1 being least indicative of e-resource value and 3 being most indicative):

   a.) Citation analysis, using any or all of the following:
       • global journal impact factor
       • local citation patterns
       • overall number of citations
       • journal half-life

   b.) Vendor-generated statistics, using any or all of the following:
       • number of sessions
       • number of searches
       • number of full-content units examined, by type of page (e.g., “Abstract” or “Table of Contents”)
       • number of full-content units downloaded, by type of file (e.g., PDF or HTML)
       • number of turnaways

   c.) Both a and b together

4.) Why did you rank the strategies as you did?

5.) Within a and b, do you have preferences as to which measures are more indicative of e-journal value?

6.) Would you use any statistical measures that I have not presented here? And why?

7.) How does your analysis of usage statistics fit in with your overall process of e-resource evaluation?
APPENDIX C: CANCELLATION SUPPORT SOFTWARE FUNCTIONALITY

Cancellation Database

Electronic Journals

Electronic Indexes and Databases

Budget:
• Total amount
• Selectors’ running total

Content Analysis

Awaiting Further Review*

Usage Statistics Analysis

To Be Retained

Citation Analysis**

Marked for Cancellation

*Each of these three holding areas can be divided into separate title lists for EIDs and EJs. In addition, selectors can move records from one holding area to any other.

**Only EJs will be able to undergo citation analysis.