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ABSTRACT

United States government services are increasingly becoming Web-based, creating opportunities to make potentially useful, even vital, information and services more easily accessible to the citizens than in the past. This opportunity has challenged Federal agencies as they work to provide information and services that are easy to use and understandable to an extremely diverse constituency. Shneiderman (2000, p. 85-6) has framed the universal usability challenge as having three components: 1) the need to support a diverse technology base, 2) the need to provide access to diverse users with diverse skills and tasks, and 3) the need to bridge user knowledge gaps.  It is the second and third aspects of universal usability that are the focus of this paper, as appropriate technological solutions rest, to some extent, on the characteristics of users and their needs. The domain of the investigations undertaken is that of statistical information and services provided by the United States Federal statistical agencies.

Enabling universal access and usability of statistical tables can be modeled as a process in which a user with an information need comes to a system in order to locate and then use a table or tables of interest. The project reported on here provides an integrated approach to that process. Several specific technologies have been developed to support this process, each of which is designed to incorporate a rich understanding of user behavior that the project has developed.  Key aspects of the project related to universal usability are flexibility for users, support for the diversity of user tasks and knowledge levels, and mechanisms for bridging user gaps.  The paper reports on statistical information seeking behavior and how the project has incorporated this into the technologies to support universal usability.

INTRODUCTION

United States government services are increasingly becoming Web-based, creating opportunities to make potentially useful, even vital, information and services more easily accessible to the citizens than in the past. This opportunity has challenged Federal agencies as they work to provide information and services that are easy to use and understandable to an extremely diverse constituency.


The challenges are multi-fold.  Citizens not only have a diversity of needs but also differing abilities to use computing technologies and understand potentially complex information or Federal agencies with which they may be unfamiliar.  Prior to the explosion of web-enabled services, the Federal agencies provided services primarily through the use of human intermediaries who could respond to each user’s unique needs and skills.  Expert users of services could bypass these intermediaries if so inclined.  The availability of information and services via the web has moved them closer to users who may not have the requisite knowledge or skills for successful interactions.  This has created an imperative for agencies to find ways to make their services “transparent” to or “universally usable” by all citizens.

Shneiderman (2000, p. 85-6) has framed the universal usability challenge as having three components: 1) the need to support a diverse technology base, 2) the need to provide access to diverse users with diverse skills and tasks, and 3) the need to bridge user knowledge gaps.  It is the second and third aspects of  universal usability that are the focus of this paper, as appropriate technological solutions rest, to some extent, on the characteristics of users and their needs. The domain of the investigations undertaken is that of statistical information and services provided by the United States Federal statistical agencies. The challenge of universal usability is particularly timely and trenchant for governments.  Governments have taken advantage of the world wide web and other technologies to provide their services to their citizens.  Citizens in the United States, for example, can obtain and file tax forms electronically, find information on their social security benefits, and follow Congressional actions. As governments shift to models of information and service provision that are dominated by electronic means, they have also recognized that technologies may create significant barriers to use for those citizens.  Several, including the United States and the United Kingdom, have specific mandates that electronic services must be available to all citizens including those who may have disabilities.  These mandates need to be backed up by research and technology efforts that increase knowledge of how best to support universal usability goals in specific contexts.

The world of Federal statistical information is a challenging one for most users who must navigate a labyrinth of agencies (over 70 at the Federal level), interpret very distilled information (numbers, often presented in formats such as tables that are difficult to use), and, who, to use the information appropriately, may need to understand very specific details of the data collection and analysis that generated the numbers.  Increasing access via the world wide web, as well as a Federal mandate to disseminate information to the public, have brought the issue of intellectual access to the fore for the Federal agencies that produce and disseminate these data.  

This paper reports on a two-year project concerned with improving access to a quintessential representation of statistical information - the table. The goals of the project are to broaden and improve citizens’ and others’ understanding and use of statistical tables. This work includes developing a rich understanding of users and their tasks as well as investigating knowledge gaps that might interfere with their ability to use these tables, and incorporating that understanding into the development of an integrated set of tools to bridge these gaps in the information seeking and use tasks associated with tables.  This work reflects a universal usability agenda by incorporating knowledge of users and their characteristics, integrating a variety of finding and display mechanisms, and providing the context for understanding tabular data.  

STATISTICAL INFORMATION, STATISTICAL LITERACY AND TABULAR REPRESENTATIONS

A myriad of services and information resources are produced and provided by the United States Federal government, among them, statistical information.  Over 70 agencies at the Federal level are charged with collecting data and producing and disseminating those data.  These statistics are used to inform government policy, shape health care initiatives, provide information on the state of the economy, etc.  They also have important impact on the lives of citizens who use the statistics, for example, to determine job opportunities, changes in social security benefits, and quality of life in particular areas.

The availability of these statistics and related information via the web has led to an explosion of usage. But statistics and statistical information are not easy to use for the layperson.  Most of us are not taught in school how to read or work with statistics, resulting in low statistical literacy for the general population (Moore, 1997).  Statistics are often highly distilled (as a specific statistic, a table or a time-series of statistics), have been produced through complex statistical and mathematical procedures (such as sampling design, weighting), and utilize specific and sometimes arcane definitions of concepts and variables (with associated jargon).  All these represent potential sources of misunderstanding and barriers to use.  

An example might point out some of the problems a user might experience.  “Cost of living
” is a term that is used commonly in the media and by citizens to describe what it costs to live in a particular location at a particular time.  The BLS collects data each month from retail establishments throughout the United States to produce the consumer price index (CPI) defined by BLS as a measure of the average change over time in the prices paid by urban consumers for a market basket of goods and services (BLS website, Dec. 29, 2000, www.bls.gov/cpifaq.htm).  Related documents on the BLS website relate the CPI to cost of living, but this information may not be easily found.  A search on the site for “cost of living” doesn’t yield the CPI page itself though it retrieves related documents.  When one goes to the CPI page itself (www.bls.gov/cpihome.htm), one finds a variety of CPI statistics (for all urban consumers, for urban wage earners and clerical workers, etc.)  A look at the data in the form of tables potentially contributes other confusions. More terms become important to understand (e.g., seasonally adjusted), the table may scroll off a user’s display monitor, or the font may be too small to read.  The user might wish to compare numbers in the table not next to each other and have difficulty tracking across the row or down the column.  These and other features of the information and its display may limit the ability of users to access and use the information.   It is important to indicate that this example does not imply that BLS is failing or obfuscating its information. The reality is that the specificity and sophistication of the processes and resultant information produced by BLS may be mismatched to user abilities and knowledge and the technology they have available.

The work reported here is focused on tables.  There are several rationales for this focus.  Although there is a substantial effort given to graphical representations of data (e.g., Carr, 1998; Wainer, 1997; Wilkinson, 1999), tabular display treatments are treated minimally at best (e.g., massive volumes such as Brinton, 1914 address graphic methods while early volumes on tables tend to be well under one hundred pages, e.g.; Hall, 1943; Walker and Dorost, 1936).  Tables are a common conceptual and presentational structure by which statistical data are stored and represented (e.g., Tufte, 1983, p. 178 has noted that tables are “clearly the best way to show exact numerical values.”).  Data in tabular form are often the starting point for additional depictions (such as graphics or analytical reports) and contextualize specific numbers.  Tables are, however, difficult to find, interpret and use.  Most commercial search engines do not index the contents of tables nor can they retrieve that information and often do not even identify the existence of tables within a text.  Once a table is found, users face succinct labels and highly distilled numbers and may wish to perform comparisons and calculations that are difficult in static tables.  The ubiquity of tables along with the associated challenges suggest that research into improvement of table retrieval, interpretation, and use has the potential to significantly improve access to data produced by statistical agencies.

Tables come in many “flavors”.  Different table formats may exist for data storage, analysis and presentation.  They vary in size from several rows and columns to millions.  They may present “raw data” which have only had moderate summarization, or be highly distilled composites built from several or many raw data sets.  Given this diversity, this project is using several exemplars provided by a variety of US Federal agencies as a first step.  Tables from the Bureau of Labor Statistics, the Census Bureau, the National Center for Health Statistics, and the Energy Information Agency form the core set of exemplars.  

THE PROJECT FRAMEWORK

The actualization of a universal usability agenda in a specific domain requires an integrated perspective as usability must be assessed within the context of use. Figure 1 provides a graphical representation of the work reported and identifies several component areas, each of which will be addressed in detail.  

Enabling universal access and usability of statistical tables can be modeled as a process in which a user with an information need comes to a system in order to locate and then use a table or tables of interest. Information seekers tend to employ two major strategies for location: an analytic or query formation strategy and a browsing strategy, depending on their information needs, personal characteristics, and the system (Marchionini, 1995).  Thus the first component of universal usability is in the provision of multiple location techniques and this paper provides details on both a Natural Language Processing environment and a browsing/exploration environment (the Exploratory Overview technique) to support statistical information seeking.  It is also possible that a user might retrieve both premade summary tables and the “rawer” datasets from which such tables would be built (by choosing specific variables, specific values of variables, etc.).  The Exploratory Overview technique discussed below enables browsing these datasets.  Once a user identifies the table or tables of interest, the user is likely to want to display a table and begin to work with it.  The universal usability challenge here includes both the ability for a user to interpret the information and to manipulate it successfully. The Table Browser supports a variety of manipulations and explanation functions to support this challenge. Underlying these three technical components (The Natural Language Processor, the Exploratory Overview Panel, and the Table Browser) is a rich knowledge of statistical information seeking behavior and the barriers users experience as they work with statistical tables.  In the remainder of the paper, we discuss findings related to user behavior and the specifics of the three technical components.

INSERT FIGURE 1 HERE

CITIZEN USE OF STATISTICS AND TABLES

This project builds on several years of exploration into information seeking and use of statistical information. Hert and Marchionini (1997; 1998), used a variety of methods, including interviews of users and agency personnel, transaction log analysis, content analysis of email messages, and usability studies, to develop an understanding of user tasks, user expectations, how intermediaries help users, how users search statistical websites, and the organizational aspects of providing information via the web and have used this data in support of interface design efforts.  
During these earlier projects, Hert and Marchionini developed categorizations of both users and the tasks that are attempted—there is not a one-to-one mapping between these two categorizations and both may be useful.  The categorization of users was: business users, academic users, the media, general public, government users, education (K-12) users, practitioners within a field, libraries/museum and other non-profit users.  Each statistical agency may have a specific categorization of users as well as fitting that specific categorization to the more general one above.  Several user groups were highlighted by interviewees in the investigation: the K-12 audience (needing more help interpreting data, often lacking understanding of critical statistical or mathematical concepts necessary to make good interpretations), the media (as wanting numbers to buttress stories but without time to fully understand the nuances of the numbers), and other “people-on-the street” who may lack expertise in statistical concepts, have various disabilities, etc. 

User tasks were categorized along three dimensions: pragmatic, semantic, and syntactic (recognizing that not all tasks would be described along all these dimensions). The pragmatic category includes three subcategories: Goal (learn something new, verify, judge/evaluate/compare, explore, referral/intermediate, ongoing, planning/forecasting); task constraints (time, amount, geography); and system (appropriateness of database to task, location and extraction facilities, formats available, user preferred entry point into system or optimal path to information).  The semantic category has four subcategories: topic, abstraction level (concrete/abstract), specification (specific/unspecific), complexity (faceted/non-faceted, number of facets).  The syntactic category has three subcategories: Expression type (what, where, who, how, and why); goal type (closed—known item, open/interpretive, and accretional); and specificity of expression).These facets were: the context/situation (goal, constraints, system aspects), the semantic (topical, abstractness, specificity, facets), and the syntactic (expression type, goal type, specificity of expression). 

The original faceted scheme became the basis for several different interface designs, including one that included specific help for several common scenarios of use. Additionally, Hert (1998) observed user-intermediary interactions and asked intermediaries  (people who assist users with their information seeking and use such as reference librarians, agency analysts) about the questions they asked users as they worked to understand a user’s inquiry.  Along with questions about the general topic, intermediaries also asked questions to determine user values for the geographic dimension, time dimension, the number of statistics wanted, types of materials wanted (reports, tables, specific numbers, etc.) and units of analysis (users often want breakdowns by categories of the units of analysis such as gender, income, etc.).  

Hert and Marchionini (1998) have also identified some of the expectations users have about the information, the providers of the information, and the systems.  Users expect data to be available in the form they prefer.  They often think that the Federal government has data on any topic imaginable.  In general, current systems do a poor job of explaining themselves to users in order that user expectations may be brought into alignment with system and agency abilities.

Several critical barriers to non-expert use of statistical data were identified in these studies.  Non-expert users often: 

· Lack knowledge of survey methodology  

· Lack an understanding of the structure of a domain and the people and information entities (both metadata and key publications that disseminate the information) within it that results in a mismatch between information needs and available information.

· Lack necessary information handling and technical literacy skills.

This general work on statistical information seeking formed the basis for the additional user studies of this project.  During this project, the research team has:

· Conducted focus groups with data users to ascertain their concerns and problems with tabular representations

· Conducted workshops with senior citizens to understand their specific barriers to using tables

· Observed users searching for statistical information and via think-aloud protocols identified uncertainties, problems, questions that they had.

· Performed eye-tracking studies of users of both paper and electronic versions of tables

· Performed usability tests of the table browser described later in the paper

Each of these activities are described below.

Focus Groups

A total of three focus groups (with groups consisting of people with data analysis experience) were held during the early part of year one of the project.  Participants in the focus groups were asked about their usage of statistical data, and their experience with statistical tables. The researchers brought examples of tables to the focus groups to spur discussions. These focus groups confirmed the team’s identification (via ad hoc discussions with experts, and a review of the literature) that problems with tables included people’s inability to track across the column or row (particularly if either scrolled off the screen and the labels disappeared), the interest in comparing numbers across rows and columns, understanding the data collection processes and quality of the numbers (often in terms of statistical concepts such as variance, standard deviation), and the units in which the numbers were reported.  Also indicated was the difficulty of comparing across tables.  Since no new problems concerning table usage were reported, the team began to design the table browser tool to incorporate the features above.  Language that the team adopted at this point, and which resonated with the focus group participants and the experts was “every cell [of a table] tells a story” and the team began to identify that story and how to tell it in the table browser interface.

The focus groups were limited in two respects—members were rather expert in their data analysis abilities and were not working with tables or even looking at them much within the focus group.    Thus the team continued their investigation of user behavior with tables by a) working with a population expected to be less expert in data analysis (senior citizens), b) developing a protocol which exposed users to electronic and paper tables and elicited their uncertainties in relationship to the specific tables, c) performing eye tracking studies with electronic tables presented in PDF or in the table browser format, and d) performing usability tests of the table browser as it was developed.

Workshops with Senior Citizens

Two workshops were held with senior citizens during summer 2000 (start of year two of the project).   This part of the larger project was designed to understand the barriers to use of statistical tables by this population.  The specific research questions addressed were: What knowledge do users have of statistics—how comfortable are they with terms and concepts, how do they interpret and evaluate statistics, what do they understand about tables and how to read and (use) tabular data, and how do they rate their own knowledge of and comfort level with statistics.

Two workshops (with six and five people respectively) were conducted with senior citizens (ranging in age from 75-92) living in a retirement community in the greater-Syracuse, NY area.  The community was chosen through a series of interactions with experts in the area as to an appropriate site; we needed a community to which we could gain access, that had seniors that would potentially be interested in participating in the workshops, and that might have some general awareness of the utility of statistical data in their lives. The site chosen was one which had a connection with Syracuse University thus facilitating access, had a extensive array of recreational and intellectual programming in place, and which had seniors who were fairly affluent and well-educated.  While not representative of the entire senior population in the United States, the challenges of gaining a more universal picture were beyond the resources of this project.

We worked extensively with the coordinator of programming at the community to define the data gathering environment; workshops were chosen, since we felt that this format would be the least intimidating and most interesting way for the subjects to participate in our study, enabling them to benefit from their participation. The workshop was interactive - the workshop facilitator provided information and seniors worked on problems, asked questions, and reflected on the problems they were experiencing, throughout the workshop. In consultation with the coordinator, we decided to focus on tables related to health data, in particular, a small set of tables concerned with cancer statistics, life expectancy tables, and two tables comparing chronic and life threatening diseases.

Overall, seniors seemed to feel distanced from data—they made comments about not relating personally to the data, but seemed very engaged once we brought the tables to life through discussion.  For example, many of them recalled the particular situations of people they knew is relationship to racial and geographic breakdowns of cancer rates from one of the tables we used. They used terms that were different from terms used within the tables, but seemed to know many of the concepts and bring them up on their own as the discussion unfolded.  In fact, seniors asked pertinent questions based on their observations of the data and based on their own experiences triggered by the data. In general, the seniors had a good understanding of the data collection activities and possible biases that might occur in such activities.  They did not, as a rule, understand the statistical processes used to create the resultant numbers however.   Thus, when they learned that death rates for particular diseases came from the cause of death listed on a death certificate, the participants were able to make the connection that a person might have actually had another condition that lead to death but was not reported, however they did not understand the processes which resulted in age-adjusted rates.  In addition to our findings related to intellectual access to the data, we also noted that seniors found tables difficult to read due to the smallness of the print (the team had reproduced printed tables-enlarging them to fit on 81/2 x 11 paper-but that was still too small).  One participant with macular degeneration was unable to read the tables at all.

Eye Tracking Study

We conducted an eye-tracking study that examined how people did the same three types of tasks as the usability test as above using paper and PDF files.   Two subjects used paper and six used PDF files.  One important finding was that almost half of the user eye movement was devoted to column and row headings.  Another result is that people with high levels of statistical literacy perform much more efficiently from a time and eye-movement perspective.  See http://ils.unc.edu/idl/details/AirongXu.pdf> for the complete study.

Current User Studies

The current work with users is focusing both on the uncertainties and questions users have as they attempt to interpret tables as well as on identifying the answers to these questions.  The intent is to develop a mapping between specific uncertainties as well as general types of uncertainties, and the sources from which the answers can be extracted.  This mapping forms the basis of the variety of help mechanisms available in the table browser described later.  This work has two components.  Eleven users to date (with more to follow) have been asked to look at a series of tables (the exemplar tables indicated earlier), in a mix of paper and electronic formats, followed by an interview in which a team member elicits questions they had about each table. Questions are elicited relating to the user's general understanding, the terminology, the layout, the title, the structure, and their confidence in the data quality.  A research analyst then attempts to find a specific answer to each question by examining the table itself, related documentation for the table which may be on a website or in paper form, and if necessary, by asking experts within the agency that produced the table.  Table 1 provides a sample of the final result of these activities.  The answers are then incorporated into the table browser interface.

Table 1: Sample Mapping of User Questions to Answers and Answer Sources 

	User Question about Table
	Table Referring To
	Answer to Question
	Source of Answer



	What is the meaning of "seasonally adjusted"
	BLS At-A-Glance Tables
	Defined in FAQ as the statistical process by which normal seasonal fluctuations are smoothed out
	Found in online FAQ (http://www.bls.gov/cps_faq.htm#Quest9)

	Why is there a second breakdown of school-age children
	Statistical Abstract of the United States, Table 14
	Answer not yet found
	

	"R"-does this mean "revised" If so, when were the numbers revised and how?
	BLS At-A-Glance Tables
	Answer not  yet found
	

	Why are there not consistent data among the regions. Why is there no OPRG in PADD 1C and no Oxygenated in the PADD1's?
	Retail Gasoline Table from EIA
	Some information is in the Primer of Gasoline Prices online.  From expert: gasoline data are shown on table according to attainment and non-attainment areas specified by EIA. These areas are displayed in a map at another URL.  (Additional information also provided from expert)
	Online source and expert within agency


In addition to identifying specific answers to user uncertainties, the team is currently in the process of categorizing user questions and answers.  A list of specific questions (with frequencies) has been generated and can be used to provide specific-detailed responses to questions.  These are then categorized in several ways: in terms of specific content (slightly more abstract than the list itself), in terms of whether the question is table or agency specific (in order us to consider strategies for addressing these needs that go beyond a table) and in terms of a general category with the categories designed to suggest support mechanisms for the user.  

This general categorization (presented as Table 2) is currently undergoing validation tests so we expect some modification, however we find that the approach being used enables us to categorize a user’s question or uncertainty in a way that provides us with guidance for tools and tool content in the table browser.

Table 2: Preliminary Generalized Coding Scheme of User Uncertainties during Table Exploration

	Code Category
	Example
	Example Design Option

	Lack of understanding of table formatting, layout, components
	I’m not sure why some of the numbers are in purple
	Mouse-overs, possible “About the format of the table” help option

	Lack of understanding of tool functionality
	Can I make a graph right now?
	Pull down help menu explaining available functions 

	Definition needed
	What does “Seasonally adjusted” mean?
	Mouse-over with definition

	Expansion of abbreviation needed
	What does PSMU mean?
	Mouse-over with expansion and definition

	Unclear units of measurement
	Is this is thousands of people or what?
	Cell-level mouse-over which includes units, further expansion of units in table title

	Unclear category or universe inclusion
	Who is included in the category: Pacific Islander?
	Category definitional information available via mouse-over on row or column labels

	Rationale needed
	Why is it that the numbers are reported differently for NY and California?
	May need detailed documentation available as link from table title

	Information on calculation, data collection, measurement methods
	How is the CPI-U calculated?
	Link to detailed technical documentation

	Comparison/Relationship
	What’s the difference between CPI-U and the overall CPI
	

	Expansion needed-unclear type
	I don’t understand this label
	This might be resolved by a long description of the object of concern or by parsing the content for definitions and providing those definitions

	Other
	
	


While the categorization is not yet complete, the team has identified several issues. In order to scale the results of this project, it will be necessary to understand the processes by which a user uncertainty can be mapped to a potential answer and then potentially presented via the interface tools.

The first is the question of whether a user is provided with a somewhat generic answer to his or her question or one that specifically resolves the uncertainty.  For example, one user had the question: Why are the imports not seasonally adjusted (from the BLS At-A-Glance tables)? There is a very specific answer to this question but more generically, this might be considered a question that concerns a definition and a user could be provided with the definition of seasonal adjustment and import.  Thus if definitions of terms were coded as such in related documentation, it would be a straightforward process to retrieve it for a user once the user’s uncertainty had been categorized as such.  However, it is clear that providing the definitions is only one component to assist user understanding. One might envision a set of tools that would analyze user questions perhaps in terms of facets of the question (e.g., a why question concerning the co-joining of two definitions) which might be further assessed in terms of a user’s history (e.g., level of statistical expertise) to provide an answer to the user which could then be modified via a feedback mechanism, and also stored for use in later, similar queries. 
A second issue is that not all answers (generic or otherwise) are easily found.  The team has found that answers may not be in electronic format at all (though they may be available in a paper document or in a human expert’s head), or buried within a large document (in one instance a document of 92 pages) thus making it difficult to retrieve.  A third issue identified to date is that some answers are consistent across tables, while others might only be relevant to one specific instance of a table.  A question such as “Why is the 1998 statistic for urban unemployment so high in relationship to the other 1998 numbers?” would relate only to one specific cell on one specific table, while a question such as “what is the definition of seasonally-adjusted” is likely to be at least consistent at the agency level. 

It also seems that questions that demonstrate a richer domain knowledge may be harder to answer with easy to retrieve information.  A question such as " Why is there no OPRG in PADD 1C and no Oxygenated in the PADD1's?" related to a gasoline table can not be resolved with simple definitions and to answer requires an additional source (A map in another document) and knowledge of how the gasoline formulations and their reporting in changing. (Armstrong, personal email from Paula Weir, 12-15-00)
This section of the paper has articulated the rich understanding of users and user information seeking and use behavior that the team has derived in support of improving intellectual access to statistical tables.  Such an understanding is necessary to bridge the information gaps that the average citizen will have as he or she attempts to use statistical data.  The next sections of the paper report on the specific technical components that are being developed in conjunction with this knowledge.

BUILDING A SUB-LANGUAGE GRAMMAR FOR STATISTICAL QUERIES

As indicated in Figure 1, one path that users may employ for access to statistical data is via a search engine. An advanced search engine, a Natural Language Processing (NLP) search engine, allows users to express their information needs in the fully expressive, natural mode which they normally utilize when asking questions of another person. While past research (Haas and Hert, 2000) demonstrates limited overlap between the terms an agency might use to describe a concept and those input by users into a web search engine, NLP capabilities offer an effective and efficient means to resolve this mismatch in vocabulary, by mapping the conceptual content of users’ queries to the conceptual representation of tables. One aspect of possible mismatches which NLP addresses is the fact that there are terms used in agency lingo but not used at all by users and vice versa, as well as mismatches in level of specificity. These are exemplifications of an essential issue that must be resolved to enable universal usability, particularly when one considers that in the near future, oral natural language queries may well be the mode of choice of many people with disabilities.

In the past there have been concerns with utilizing natural language queries. These concerns stem from the fact, observed in a range of Information Retrieval experiments, that users sometimes are not able to express what it is they do not know, but are looking for. Of further concern, queries posed in a complex area such as statistical information may further exacerbate this problem and have provoked us to find ways in which myriad users might be enabled to ask queries in what they consider to be their most natural mode but which, in truth, are automatically mapped into the semantic grammar covering the typical dimensions of statistical queries. 

Getting people to the right table or set of tables is a complex query interpretation task, one that a project team, under the direction of Liddy (Liddy & Liddy, In Press), is investigating by examining a large collection of user information need expressions in email messages. The goal of this investigation is to build a statistical-query sublanguage grammar. This grammar will enable the system to automatically recognize predictable aspects of statistical queries and map them into the pre-established statistical query frames which, in turn, will be matched against the meta-data describing the content of each table. The NLP capabilities will enable accurate, efficient mapping from the elements and relationships expressed in a user’s statement of their information need to a table or tables that have the potential for addressing that information need. 

We are experimenting with specializing our NLP-based Q & A system (Diekema et al, 2000) to the particular needs of users requiring statistical information. NLP is a set of computer capabilities for processing and extracting meaning from naturally occurring language at all the levels of processing which humans use to understand language. While there is a great range in the actual capabilities delivered in systems labeled ‘NLP’, the advantage of the capabilities we are developing for this project is that they truly use all the levels of language - morphological, lexical, syntactic, semantic, discourse, and pragmatic - while other systems use only the lower levels (Liddy, 1998).
Within the discourse level of analysis, we are relying on the development of a sublanguage grammar for the particular genre for which the system is being developed – statistical queries. Early research in sublanguage theory (Liddy, 1991; Liddy et al, 1993) has shown that genres or discourse types that are used for a common purpose exhibit characteristic lexical, syntactic, semantic, discourse, and pragmatic features. A sublanguage grammar reflects the information structure of discourse in the domain, while the semantic classes of words used and the semantic relations between these classes reflect the knowledge structure of the domain. The process of developing a semantic sublanguage grammar for a particular genre of communication is a data-centered approach to knowledge representation and the result is a well-grounded model which provides guidance to the system in learning the particularized linguistic rules for understanding the meaning of the text-type expressed in this sublanguage, and then developing technology to simulate this understanding (Liddy et al, 1993).

To better understand 
the dimensions of statistical queries, as well as the linguistic regularities that can be captured in a statistical-query sublanguage grammar and then used to produce an internal query representation which maps the user’s query dimensions into the tables’ metadata, the team conducted the following tasks:   

· Analyzed 1,000 actual user queries gathered from logs of users’ email queries seeking statistical information.

· Developed an ontology of query dimensions using a data-up analysis based on the queries, and then extended the ontology where necessary with values from tables.

· Produced a first draft of a statistical-query sublanguage grammar which can be further validated on new samples of queries.

The analysis of the 1,000 email queries posed to BLS showed that users who ask statistical queries typically are concerned with a combination of the following dimensions:

· a certain population

· a quantification

· a location

· a time period

· a condition

A typical query might be:  “How many black women living in New York City in 1999 were unemployed?” In turn, the sublanguage grammar would apply its rules and recognize the following statistical query dimensions:
· a certain population

black women

· a quantification

how many

· a location


New York City

· a time period

1999

· a condition


unemployed

The sublanguage grammar recognizes these elements by utilizing various levels of Natural Language Processing and maps them into the  

ontology of query dimensions which captures the who, what, where, and when of statistical information queries. Our work is currently focused on mapping the representation produced by our query sublanguage grammar to the appropriate table name, row description, column description, or metadata accompanying the tables via a mapping of users’ concepts and their expressions to the concepts and expressions used by agencies producing statistical tables.

Future work will focus on experimenting with the sublanguage grammar to determine how its capabilities can be maximized in the retrieval task. We need to experiment with and determine if there are improvements gained by showing the user what the system’s sublanguage grammar has understood them to be asking – which they can then correct or clarify. We will also work with developing a querying template that will guide users towards including the dimensions our studies have found to be typically of interest and which the system needs to know in order to respond accurately to their queries. 

EXPLORATION WITH OVERVIEW TOOLS

Along with facilitating search tasks, the project team is also concerned with the potential of “information overload” as available information increases.  As data volumes grow, the potential increases for user frustration, wasted network capacity, and increased server loads.  We believe that effective overviews and previews of databases and specific data sets can simultaneously improve the user experience and lighten system loads.  Well-designed search techniques and fill-in the-blank templates are sometimes effective for knowledgeable users; menu selection and visual queries can be highly effective for most users and many common tasks, thus one component of our project, under the direction of Shneiderman, is investigating such tools for exploration Greene, et al. 1999; Tanin, T., et al., 1996).

Our query preview prototypes have been tested with users and refined to make them still more effective.  Instead of asking users to type in a date range, state name or variable name only to find that no such data is available, users can see the distribution of data visually with histograms, maps, or textual lists.  For example in Figure 2, the Exploratory Overview Panel enables users to make queries incrementally and visually by selecting items from a set of bar charts. Users get continuous feedback on the data distribution and result set size as they continue their selections, thereby avoiding wasted time on zero-hit or mega-hit queries.  We continue to refine our Java-based implementation to broaden its applicability and functionality.
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Figure 2: The data distribution information is attached to the buckets of three attributes expanded  in the user view and multiple selections are made on these buckets

THE TABLE BROWSER

A third concern is with the representations of data that a user can access and/or create on the fly.  Tables are a ubiquitous representational format both for storage and presentation.  While there is a large literature on how to construct tables in paper formats, there is less knowledge on how to represent tables in electronic format for searching, exploration, browsing, and sharing, and how to link metadata to those tables. Producers of statistical data are also concerned with appropriate usage of their data and would like to find strategies to minimize incorrect comparisons, etc.  We are taking advantage of recent developments that use XML (the DDI) and international standardization efforts (ISO/IEC 11179) in these investigations.  

Our user studies demonstrate how important the column and row headings are and so we are concentrating on providing extended definitions, units of measure, data source, and pointers to glossary entries on tool tips associated with those headings.  Cell-level tool tips will also be tested to see whether they are more helpful or annoying and will include extended definitions of the associated variables and units of measure or footnotes if appropriate.  The plan is to have these data read from XML markup in the data files and rendered on the fly by the table browser.  The current prototype does this for a small sample of markup elements to demonstrate the look and feel and provide a basis for testing usability. 

People using Electronic-tables should be able to leverage the dynamic capabilities of the computer to display and manipulate data easily and according to their specific needs.  Our preliminary prototype supports many of the tasks we have identified in our user studies while eliminating many of the limitations typically placed on web-based tables. (See Figure 3).  It provides in the WWW environment some of the features available in spreadsheet and other local applications as well as some additional features that aid user understanding for federal statistics.  These features include:

· The column headings do not scroll off the screen.

· The columns can be dragged around and exchanged and width adjusted.

· To keep the leftmost column frozen even when scrolling right, a lock button is provided 

· A simple zoom in and out is provided

· Definitions/metadata for headings and cells are provided in pop-ups (tool-tip) as users mouse over headings or cells (in the figure, an extended definition for the column heading is shown in the tool tip).

· The descriptive metadata for the overall table shows up in a window (lower left corner in the figure).  This window can be resized and may include hyperlinks to glossaries  or related tables.  The date is read from XML markup in the data file.

· The rows/columns/cells can be selected for closer display, creating a subtable, saving, printing, etc.

· Cells can contain multimedia objects as well as numeric values.

· The specific table is contextualized in a hierarchical list of related tables (shown in the window upper left in the figure).

The prototype is implemented as a Java applet that reads XML files with the data and renders the table according to client preferences (e.g., browser, display, etc.).  We are currently marking up the XML files manually in order to develop a project document type definition (DTD) that will drive automatic markup from the underlying databases containing the data.

We conducted a comparative investigation of the Table Browser prototype, comparing it to PDF file versions of the same tables.  Twelve participants used both versions to complete three types of tasks (simple lookup for a variable value, simple manipulation of two variable values, comparison of values across two variables).  All sessions were videotaped (3 concurrent views). There were no statistically reliable differences on errors or time between the two interfaces, although users took less time with the prototype on simple lookup tasks and more time on the two more complex tasks.  Time to completion and errors were dependent on task type.  Users preferred the table browser on each of four Likert scales of satisfaction.  A primary advantage of the table browser was the ability to highlight rows or columns, thus minimizing the effort (and errors) lining up cell values and headings. See <http://ils.unc.edu/idl/details/Chessman.pdf> for the complete  study.

[image: image2.png]=lolx|
File Option Help iDL

WiRow Do Cicen Droek | e |[ + [ - [ max [ wan [[ ave [[ % [[ newrs |[ sws

& [E || (] 7able 4. Resident Papulation by Age and Sex
[ Fed statitic ear-sex . |al_ages| under_6_ages [ages 60| ayes 10-14] ages 16-19]ages 20.24|ages 25-20| ages_30-34] ages_35-33] ages_40-44 ages 45-49
[ Heattn 1570, total Ron3236 1715 isagE_nand (19084 (16383 13486 (11437 (11113 ti9ss 12124
o 1570 ale_|US population i thausands by year and gender | —(gg41 7325 o526 EEE EiE 523 5855
@ 3 poputation 1570 Female (104308 (8413 G7oc (10206 (9443 [ o850 EE E o166 o268
B2 1380, tolal (226545 16348 16700 (18242 [20168 (21318 19521 (17861 13965 |tesg 11080
TseoMale (110053 (8362 8530 (9316 Go7ss (10663 (9705 g677 o862 s708 5368
Dtavle 13 1380 Female (116483 (7985 8161 (a2 10413 (10655 (9816 0 7104 561 5702
Difabie 1 1561, tolal (228465 (16883 16060 (18300 [20541 (21663 20169 [16731 14386 1208 10985
[ table 26 1581 el (111503 (8640 o214 (9352 G045 |1oess (10043 (9260 7061 EE E
[ table 43 1981,Female 117963 |8253 7846|8949 10096 10805 10120 9463 7305 6138 5637
= gasaline price 1s62,tolal (231664 17226 15958 18145 [19soz (21682 20704 [18714 15666 |12¢64  [11011
1s2hale (112579 (3608 o167 (o217 10153 |1oe77 (10328 (9260 758 o107 5368
1362Female (118085 (8418 7791 lessr 3808 10805 (10375 (9447 708 0357 5643
1583, tolal (233752 (17547 16053 17868 [1sses (21632 21141 [19067 16117 13150 |11200
1s3Male (113647 (8673 o218 (9139 9873 G080 (1052 (9449 7833 6440 5467
1383 Female (120145 (8573 7835 (6730 [5H 1072 (10573 |gie a6 o701 5734
1584, tolal (235625 (17685 16338 17450 (18831 (21520 21450 (19503 16ger 1336 11428
1584 Male (114670 (8050 8363 (8330 9543 G083 (10734 (9676 8307 o550 EE)
1384 Female (121155 (8645 7a7s 8520 9267 1067 (10724 |gs2r 5560 045 B0
1565, tolal (237924 (17842 febes 17027 [1a727 (21265 21671 (20025 17604 14087 1606
1s8sHale (115730 (8127 o528 (6719 9553 G072 J1oses |aads g7 os1s 572
1585 Female (122184 (8715 CEACET) 9174 10se1 (10823 (1001 |sazo B} EED
1386, tolal (240133 (17963 17098 (16474 [18313 (20744 (21893 (20479 18611 14388 11678
No. 14. Resident Population by [7[ll1986, Male [116865 |9190 8751|8435 9607 10486 10973 10181 at8s 7076 5810
OrTIe 1386 Female (123268 (8773 [ETRCES 9208 1028|1092 (10268 (9426 732 [
1s67,tolsl (242289 [18052 17430 (16377 [18698 (20192 21857 (2084 18619 1s6os 12284
- 1567 Male (117861 (8237 osts (380 9559 G020 [1osen 10438 (9200 7677 [l
ncicated 1990, 1980 anc 1900 | |[1987Female 126320 [ssts o512 (7987 9138 971 10895 (10545 (9419 7831 o276
bR 1385, tolal (244438 (18135 17758 16495 [18496 19655 (21739 (21381 18833 i6tee 12954
data are enumerated population | 11555 uiaie 119086 (3308 a0ss (8453 9467 9365 G090 10645 (9383 7370 0347
as of April 1; data for ather years 1988, Female 125413 8886 8671 8043 9029 9689 10837 10746 8600 8218 6608
are estimated population as of 1385, tolal 246813 18508 17917 16797 18133 19258 (21560 (21676 19455 16960 13421
Ny . EeEs A FaEes 1seaMale (120278 (8468 9170 [ga0o 9203 9784 Gos20 o7 (9632 [E5] o578
1389 Female (126542 (8038 o746 o191 ss40 0473 to7e0 Jtoses  |es22 s601 o843
1590, tolsl 248765 (16763 18040 (17065 [17890 19138 (21333 (21837 19843 1752 13746
Tsg0ale (121271 (3602 a3 lerat 9177 9747 G075 (10865 (9830 7] o741

‘<

[FJMeta Context #d B

overseas. For definition of
median, see Guide to Tabular
Presentaion

Source: Source: U.S. Bureau of
the Census, Current Population
Reports, P25-917 and P25-1095;





Figure 3: The Table Browser

CONCLUSION

The goal of the work discussed here is broadening universal access by making statistical data more easily accessible and understood.  We have argued that to do so requires a focus on both intellectual and physical access and that to understand that access within a given domain requires an in-depth understanding of users and their behaviors, as well as the opportunities available in technology.  Our investigations with users have indicated a set of typical table manipulation features as well as a preliminary sense of the types of uncertainties users have, along with the typical aspects of their queries and how technologies can be devised to support them.  In the remaining period of this project, we will concentrate on assessing the extent to which we have been successful in facilitating user location and use of statistical tables via our tools and on articulating the specific issues associated with universal usability within this domain.

This work also has provided insights into how electronic tables (e-tables) can be different from the traditionally static tabular representation in responding to a given user’s particular knowledge and needs.  Users will be able to generate the tables that match their needs exactly rather than retrieving a pre-made table and deriving appropriate information from it.  Within a given table, they might also be able to perform certain arithmetic, sorting, and comparison operations easily. The notion of a set of tables that a user might need to juxtapose in his or her own physical or virtual world is likely to be replaced by the completely customized table built from rawer components.  In the electronic environment, an e-table and its contents (cells, rows, columns, etc.) will be linked to the metadata that provides context and explanation thus enabling appropriate and informed usage and enabling users to learn as they go.

In articulating this new vision of tables, we have identified a set of implementation issues that will need to be resolved to enact the vision.  The large size of some datasets presents implementation issues.  Building algorithms and other tools such as user models to capitalize on the rich knowledge of users needs to undertaken.  Locating, retrieving and presenting the metadata to support understanding also needs further investigation.  

The world wide web continues to have tremendous impacts on how information is created and disseminated.  As these changes unfold, researchers need to be continually aware of the universal usability issues within the domain of interest. This paper has provided a discussion of a set of strategies employed in the domain of statistical information designed to work towards universal usability. These strategies, we hope, will serve as models in other domains.
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