
All is flux.
—Plato on Knowledge in the Theaetetus (about 369 BC)

Relevance is a, if not even the, key notion in information
science in general and information retrieval in particular.
This two-part critical review traces and synthesizes the
scholarship on relevance over the past 30 years or so and
provides an updated framework within which the still
widely dissonant ideas and works about relevance might
be interpreted and related. It is a continuation and update
of a similar review that appeared in 1975 under the same
title, considered here as being Part I. The present review
is organized in two parts: Part II addresses the questions
related to nature and manifestations of relevance, and
Part III addresses questions related to relevance behavior
and effects. In Part II, the nature of relevance is discussed
in terms of meaning ascribed to relevance, theories used
or proposed, and models that have been developed. The
manifestations of relevance are classified as to several
kinds of relevance that form an interdependent system of
relevancies. In Part III, relevance behavior and effects are
synthesized using experimental and observational works
that incorporated data. In both parts, each section con-
cludes with a summary that in effect provides an interpre-
tation and synthesis of contemporary thinking on the
topic treated or suggests hypotheses for future research.
Analyses of some of the major trends that shape rele-
vance work are offered in conclusions.

Prologue to Part III: How It Is Connected and 
What This Work Is All About

To provide a continuation from the preceding Part II, a
few basic descriptions about this work are repeated.

As stated in the Preface to Part II, in 1975 I published a
review about relevance under the same title, without, of

course, “Part I” in the title (Saracevic, 1975). There was no
plan then to have another related review 30 years later—but
things happen. The intent of the 1975 work was “to explore
the meaning of relevance as it has evolved in information
science and to provide a framework within which various
interpretations of relevance can be related” (Saracevic,
1975, p. 321).

Building on the examination of relevance in the preced-
ing (1975) review, this work (2007) follows the travails of
relevance in information science for the past 30 years. It is
an update. The aim of this work is still substantially the
same: It is an attempt to trace the evolution of thinking on
relevance in information science for the past three decades
and to provide an updated, contemporary framework within
which the still widely dissonant ideas on relevance might be
interpreted and related to one another.

The organization of the present review, offered in two
parts, addresses the questions related to relevance nature,
manifestations, behavior, and effects. Following the Introduc-
tion and a Historical Footnote, the preceding Part II (this
issue, pp. 1915–1933) started with a general section on the na-
ture of relevance by synthesizing its meanings, following with
sections on theories and models of relevance that are, in effect,
further elaborations on the nature of relevance. Part II ended
with a section about various manifestations of relevance. This
Part III deals with experimental and observational findings on
human relevance behavior and effects of relevance. Part II is
oriented toward scholarship that addressed relevance con-
cepts, whereas Part III is oriented toward scholarship that pro-
vided tangible results based on experimentation or
observation. The text of Part III is meant to continue from Part
II beginning with the seventh section, Relevance Behavior
and continuing through the ninth section, Epilogue. The third
to the eighth sections end with summaries that provide a per-
sonal interpretation and a critical synthesis of contemporary
thinking on the topic treated in the cited studies or suggest hy-
potheses for future research—in effect conclusions in
summaries, although based on reviewed studies, should main-
ly be treated as hypothesis to encourage further research. 
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The rationale for summaries was to concentrate on synthesis
of specific data and findings, rather than on discussions and
conjectures. Analyses of some of the major trends that shape
relevance work are offered in the Epilogue.

Relevance Behavior: How People Behave Around
Relevance and How It Was Studied

Strictly speaking, relevance does not behave. People
behave. A number of studies examined a variety of factors
that play a role in how humans determine relevance of infor-
mation or information objects. Relevance behavior studies
are closely related to information seeking studies and to the
broad area of human information behavior studies. Not sur-
prisingly then, texts that deal with human information be-
havior, including cognitive IR, extensively deal with
relevance as well (e.g., Ingwersen, & Järvelin, 2005, Spink
& Cole, 2005). Many studies on various aspects of human
information behavior are related to relevance behavior, but
are not included here for space reasons. Examples include
studies on decisions about documents in reading and citing
(Wang & White, 1999), on judgment of cognitive authority
and information quality (Rieh & Belkin, 2000), on users’ as-
sessments of Web pages (Tombros, Ruthven, & Jose, 2005),
or on relation between search terms, index terms, and docu-
ments judged as to relevance (Kim, 2006). Kelly (2005) re-
viewed a host of studies about human decisions during
interaction with the Web (or other information resources);
the focus was on decisions as to what to examine, retain
(save, print), reference, annotate, and the like. Such deci-
sions are assumed to indicate relevance implicitly. In other
words, although relevance was not explicitly discussed, an
action such as saving a page or document is regarded as
implying relevance; relevance is not stated, but implied. Al-
though related to relevance by assumption, studies on
implicit or secondary relevance are also not included here. 

In this and the next section, I concentrate exclusively on ob-
servational, empirical, or experimental studies, that is, on
works that contain data directly addressing relevance. Works
that discuss or review the same topics, but do not contain data
are not included, with a few exceptions to provide a context.
Works that are related, but do not directly treat relevance, as
the aforementioned studies, also are excluded. I probably
missed some studies and did not include repetitive articles
(where the same study is reported again), but I believe this cov-
erage of relevance studies with data for the last three decades is
a fairly complete representation. This seems to be it. A few
studies before that period are included for context. Relevance
experimental and observational studies were very much alive
in the 1960s; they had a hiatus from the mid-1970s until the
late 1980s, and started on a revival path in the early 1990s.

Studies are briefly summarized following this pattern: 
[author] used [subjects] to do [tasks] in order to study

[object of research]. 
If the authors had several objects of research, only those re-

lated to relevance are mentioned, thus the full statement
should actually be read as: “To study, among others, [object of

research].”  I classified the studies into appropriate sections
according to the main object of research. Most, if not all, stud-
ies included a discussion of a framework (underlying theories,
models, concepts, and the like); however, this discussion is
omitted in their description that follows because it is covered
in preceding sections of this review. Where appropriate, some
summaries include numerical results. However, the principal
results from all of the studies, with a number of caveats, are
summarized, i.e., interpreted, synthesized, and generalized at
the end of the section and suggested as hypotheses.

Relevance Clues

What makes information or information objects relevant?
Or more specifically, what do people look for in information
or information objects to infer relevance? Two distinct ap-
proaches are used in deciphering this question. In the first,
the topic approach, the course of deriving topical or nontopi-
cal relation is analyzed. This approach (represented by
Green & Bean, 1995; Swanson & Smalheiser, 1997, 1999)
was treated in the Part II subsection The Big Question and
Challenge (this issue, pp. 1915–1933). The second or clues
approach, treated here, follows the research agenda proposed
by Schamber, Eisenberg, and Nilan (1990; reviewed in Part
II’s subsection Dynamic Model, this issue, pp. 1915–1933)
to study criteria or clues found in given information or 
information objects (usually documents) that people use in
assessments of relevance. The first approach deals with topi-
cal relevance only; the second includes cognitive, situational,
and affective relevance as well.

Specifically, clues research aims to uncover and classify at-
tributes or criteria that users concentrate on while making rele-
vance inferences. The focus is on criteria users employ while
contemplating what is or is not relevant, and to what degree it
may be relevant. A wide range of clues or criteria were investi-
gated. Different observational studies came up with different
lists and classifications. Here are summaries of various studies:

• Schamber (1991) interviewed 30 users of weather informa-
tion using different sources, from oral reports to documents
and maps to derive and categorize their relevance criteria.
She identified 22 categories in 10 groups. 

• Park (1993) interviewed four faculty and six graduate stu-
dents who received an online search related to their real need
to study the thought processes of users evaluating retrieved
bibliographic citations. She identified three major categories
that included 22 subcategories of variables affecting rele-
vance inferences.

• Cool, Belkin, and Kantor (1993) report on two studies. In the
first, they asked approximately 300 freshmen in a computer
science course, who were assigned to write an essay on a
topic and had selected at least five sources on the topic, to
indicate reasons for their selections. In the second study, they
interviewed an unspecified number of humanities scholars on
their use of information sources for a variety of tasks from
teaching to research. Both studies were done to identify
characteristics of texts affecting relevance judgments. They
identified six facets of judgment of document usefulness.



• Barry (1994) interviewed 18 academic users (not specified
as being students or faculty) who had requested an informa-
tion search for documents related to their work to categorize
their relevance criteria. She identified 23 categories in seven
groups.

• Howard (1994) studied nine graduate students who had se-
lected five to seven documents for a class assignment, and
identified the relevance criteria for their selections to deter-
mine and compare personal constructs (criteria) used in rel-
evance assessments. She identified 32 personal constructs
grouped in two groups—topicality and informativeness.

• Wang (1997) compared 11 relevance criteria derived from a
study in her doctoral dissertation with criteria from four
other studies (Barry, 1994; Cool et al., 1993; Park, 1993;
Schamber, 1991) to suggest a general model for document
selection using relevance clues.

• Fidel and Crandall (1997) studied 15 engineering informa-
tion users and observed 34 sessions in which they received
technical reports, asking them to think aloud about their de-
cisions of deleting or retaining given reports to derive crite-
ria for judging the reports relevant or not relevant. They
identified 13 criteria explaining why a report was relevant;
14 criteria explaining why it was not relevant. 

• Barry and Schamber (1998) compared results from two of
their studies (Barry, 1994; Schamber, 1991) to study similar-
ities and differences in derived criteria. They identified 10
criteria in common and concluded that there is a high degree
of overlap in criteria from both studies despite the difference
in users and sources. This is the only study that attempted a
badly needed generalization about relevance clues and crite-
ria with a detailed analysis of data. Other studies that ad-
dressed the issue compared different criteria with a checklist
or in a brief discussion. 

• Barry (1998) looked at 18 students and faculty (not differen-
tiated as to how many in each category) who submitted a
request for an online search and were presented with 15
retrieved documents. The documents were organized in four
document representations to identify the extent to which var-
ious document representations contain clues that allow users
to determine the presence, or absence, of traits, and/or qual-
ities that determine the relevance of the document.

• Tombros and Sanderson (1998) asked two groups of 10 grad-
uate students each to judge the relevance of a list of the 50
highest ranked documents from 50 TREC queries to investi-
gate the impact of different document clues on the effective-
ness of judgments. Each subject judged relevance for five
queries; one group judged documents with, and the other with-
out, summaries, and judgment time was limited to 5 minutes. 

• Schamber and Bateman (1999) used a total of 304 graduate stu-
dents in five studies over several (unspecified) years to sort and
rank a number of relevance criteria they used while seeking in-
formation, starting with 119 relevance criteria concepts/terms
from previous studies, to interpret and rank user-determined
relevance criteria while making relevance inferences.

• Hirsh (1999) interviewed 10 fifth-grade children, who
searched various electronic sources for a class assignment,
about their ways of searching and making decisions. The
interviews were done during the first and third week of 
the project to examine how children make relevance decisions
on information related to a school assignment. She identified
nine categories of relevance criteria for textual materials and
five categories for graphical materials.

• Fitzgerald and Galloway (2001) observed 10 undergraduate
students using a digital library for their projects in assessing
138 retrieved documents to derive relevance- and evalua-
tion-related reasoning. They identified 11 relevance and 11
evaluation categories of reasoning, both entering in rele-
vance decisions.

• Maglaughlin and Sonnenwald (2002) asked 12 graduate stu-
dents with real information needs to judge the relevance of
the 20 most recent documents retrieved in response to the
student’s own query, which were presented in different rep-
resentations to derive and compare criteria for relevant, par-
tially relevant, and nonrelevant judgments. They identified
29 criteria in six categories and compared the presence of
their criteria with criteria from 10 other studies.

• Toms, O’Brien, Kopak, and Freund (2005) recruited 48 sub-
jects from the general public to search the Web for answers
to 16 tasks (topics) in four domains. The subjects were asked
to indicate in a verbal protocol their assessment of and satis-
faction with the results to identify and categorize a set of
measures (criteria) for relevance along five relevance mani-
festations as formulated by Saracevic (1996). They identi-
fied 11 measures of relevance.

Image clues. What makes images relevant? Are clues used
in relevance inference about images similar to those for
texts? Only one study addressed these questions.

• Choi and Rasmussen (2002) interviewed 38 faculty and
graduate students of American History (not differentiated as
to faculty and students) on the retrieval of images using the
Library of Congress American Memory photo archive to
study the users’ relevance criteria and dynamic changes in
relevance criteria as expressed before and after the search.
They used nine criteria before and identified an additional
eight criteria after the search.

Relevance Dynamics 

Do relevance inferences and criteria change over time for
the same user and task, and if so, how? The basic approach
used to answer this question starts with two assumptions: As a
user progresses through various stages of a task, the user’s
cognitive state changes and the task changes as well. Thus,
something about relevance also is changing. The idea of
studying such dynamic changes in relevance has a long histo-
ry. Rees and Schultz (1967) pioneered this line of inquiry by
studying changes in relevance assessments over three stages
of a given research project in diabetes. Since then, studies of
relevance dynamics follow the same ideas and assumptions.
Here is a representative sample of studies on this topic:

• Smithson (1994), in a case study approach, studied 22 grad-
uate students with a semester-long assignment to produce a
report on a given management information systems topic.
Searches for information on the topic were performed by an
unspecified number of intermediaries using online databases.
To observe differences in judgments at different stages (initial,
final, citing) and among different cases, Smithson had the
users judge a combined total of 1,406 documents for rele-
vance at the initiation and completion stages of the case. 
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He found that 82% of the documents relevant in the initial
stage were relevant in the final stage; 12% of the initially
relevant documents were cited, but there was a large indi-
vidual difference among cases.

• Bruce (1994) observed an unreported number of graduate
students during three stages of search and retrieval (before,
during, after) in relation to their coursework to study cogni-
tive changes that occur during IR interaction. 

• Wang and White (1995) interviewed 25 faculty and graduate
students (not distinguished as to number) about relevance de-
cisions they made concerning documents in the course of their
research to identify relevance criteria used in early and later
stages of the subjects’ research. They identified 11 criteria in
the early stages and another 8 in the later stages of research. 

• Tang and Solomon (1998) observed one graduate student in
two sessions during the process of retrieving information for
a term paper to study the evolution of relevance judgments.

• Bateman (1998) studied 35 graduate students during six dif-
ferent information seeking stages in respect to a research
paper for their class. The students were asked to rate the
importance of 40 relevance criteria in different stages to
determine whether the criteria change at different stages.
She found the criteria were fairly stable across stages.

• Vakkari and Hakala (2000) and Vakkari (2001) studied 11
students over a term taking a course on preparing a research
proposal for a master’s thesis. They observed the students’
search results and relevance judgments at the beginning,
middle, and final phases of their work to study changes in
their relevance assessment. The share of relevant references
declined from 23% in the initial phase to 11% in the middle
and 13% in the final phase. They identified 26 criteria in six
groups. They found that the distribution of criteria changed
only slightly across phases. 

• Tang and Solomon (2001) report on two studies: In the first, 90
undergraduate students who were given an assignment and 20
documents first as a bibliographic citation (called Stage 1) and
then full text (called Stage 2) were asked to evaluate their rele-
vance for the assignment; in the second study, 9 graduate stu-
dents who searched for documents to support their own re-
search also were evaluated at Stages 1 and 2 to identify
patterns in change in their use of criteria in the two studies and
at different stages (i.e. from representations to full text). They
found that there were dynamic changes in users’ mental model
(criteria) of what constitutes a relevant document across stages. 

• Anderson (2005) observed two academics involved in schol-
arly research over a period of 2 years to explore relevance
assessments as part of the decision-making process of indi-
viduals doing research over time. She identified 20 categories
in 10 groups that users focused on in making relevance judg-
ments. Three of the groups relate to determining the appro-
priateness of information and seven of the groups relate to
shaping boundaries to a topic.

Relevance Feedback

What factors affect the process of relevance feedback? A
short explanation of relevance feedback from the human
perspective: I find a relevant document, go through it and, on
the basis of something in that document, go on and reformu-
late my search or identify something else that I should con-
sult. In information retrieval (IR), relevance feedback (RF)

is a technique aiming at improving the query being searched
using terms from documents that have been assessed as rel-
evant by users (manual RF), or by some algorithm, such as
using terms from top-ranked retrieved documents (automatic
RF). Manual RF has a long history in search practices by
professionals and users, while automatic RF has a long his-
tory in IR evaluation. Of interest here are not the means and
ways of either manual or automatic RF in IR, but the behav-
ior of people when involved in RF. 

• Koenemann and Belkin (1996) used 64 undergraduate stu-
dents to search two topics from TREC 2 on a subset of the
TREC collection using a nonfeedback IR system as a base
and three systems that incorporated various types of feed-
back to assess the effectiveness of relevance feedback. They
found that relevance feedback improves performance by at
least 10% and is preferred by users.

• Spink and Saracevic (1997) used search logs and interaction
transcripts from a study that involved 40 mediated searches
done by four professional intermediaries on DIALOG data-
bases in response to real information needs to analyze the na-
ture of feedback involving users, intermediaries, searches, and
results. The users judged 6,225 retrieved documents as to rele-
vance. The researchers identified 885 feedback loops grouped
in five categories depicting different types of feedback.

• Jansen, Spink, and Saracevic (2000) analyzed logs of 51,423
queries posed by 18,113 users on the Excite search engine to
determine a number of query characteristics, including the
incidence of relevance feedback. They found that 5% of
queries used RF.

• Quiroga and Mostafa (2002) studied 18 graduate students
who searched a collection of 6,000 records in consumer
health on a system with various feedback capabilities. The
researchers provided a verbal protocol of proceedings to cat-
egorize factors that influence relevance feedback assess-
ments. They identified 15 factors in four categories related to
users and three categories of factors related to documents. 

• Ruthven, Lalmas, and van Rijsbergen (2003) used 15 under-
graduate and 15 graduate students to search six simulated
search topics on an experimental and a control system in five
experiments in which they assessed retrieved documents as
to relevance to examine the searchers’ overall search behav-
ior for possibilities of incorporating manual RF into auto-
matic RF. They found, among other things, that users are
more satisfied when RF was available, and that their search
was more effective. This is really an IR systems study, as is
Koenemann and Belkin (1996), but they are included here to
show the human side investigated.

Summary of Relevance Behavior1

Caveats abound. Numerous aspects of the studies
reviewed can be questioned and criticized. Criteria, language,

1 Bulleted conclusions in the summary of this and the next section are a
collective synthesis from several studies that are enumerated; the men-
tioned studies came to similar conclusions, usually in different words, and I
derived the synthesis from their conclusions.  These are suggested as hy-
potheses. When a single study resulted in a conclusion and the conclusion
was not replicated in some form or other by other studies in the section, then
that study is cited as an exception



measures, and methods used in these studies were not stan-
dardized and they varied widely. In that sense, although no
study was an island, each study was done more or less on its
own. Thus, the results are only cautiously comparable. Still,
it is really refreshing to see conclusions made based on data,
rather than on the basis of examples, anecdotes, authorities,
or contemplation. Generalizations below are derived from
the studies reviewed by first examining and then synthesiz-
ing the actual data and results as presented, rather than just
incorporating conclusions from the studies themselves. As
mentioned, generalizations should primarily be treated as
hypotheses. The language and concepts in summaries, while
obtained from studies, are standardized.

Relevance clues. Clues studies inevitably involved classi-
fication; their results were categories of criteria used by
users or factors affecting users in inferences about relevance,
including different characteristics of information objects.
Classification schemes and category labels more or less dif-
fered from study to study. However, the most important as-
pect of the results is that the studies independently observed
a remarkably similar or equivalent set of relevance criteria
and clues. With all the caveats, here are some generaliza-
tions derived from data in 16 studies reported in  the earlier
subsection Relevance Clues.

• Criteria used by a variety of users in inferring relevance of
information or information objects are finite in number 
and the number is not large; in general, criteria are quite sim-
ilar despite differences in users. Different users use similar
criteria. 

• However, the weight (importance) different users assign to
given criteria differs as to tasks, progress in task over time,
and class of users. For instance, children assign little or no
importance to authority, whereas faculty assigns a lot. Dif-
ferent users, tasks, progress in tasks, classes of users use
similar criteria, but may apply different weights.

• Although there is no wide consensus, on a general level,
clues and associated criteria on which basis users make rele-
vance inferences may be grouped as to:
• Content: topic, quality, depth, scope, currency, treatment,

clarity
• Object: characteristics of information objects, e.g., type,

organization, representation, format, availability, accessi-
bility, costs

• Validity: accuracy of information provided, authority,
trustworthiness of sources, verifiability

• Use or situational match: appropriateness to situation, or
tasks, usability, urgency; value in use

• Cognitive match: understanding, novelty, mental effort
• Affective match: emotional responses to information, fun,

frustration, uncertainty
• Belief match: personal credence given to information,

confidence
• These groups of criteria are not independent of each other.

People apply multiple criteria in relevance inferences and
they are used interactively. 

• The interaction is between information (or object) characteris-
tics (top three above) and individual (or human) characteristics

(bottom four). (In a similar sense this is posited in subsection
Stratified Model; Part II, this issue, pp. 1915–1933.)

• Content-oriented criteria seem to be most important for
users. However, as pointed out, they interact with others. In
other words, criteria related to content, which include topical
relevance, are rated highest in importance, but interact with
other criteria—they are not the sole criteria. 

• Criteria used for assigning different ratings (e.g. relevant,
partially relevant, not relevant) are substantially (but not
completely) similar. However, the weight (could be positive
or negative) assigned to given criteria differs depending on
the rating—e.g., weight for the same criterion on a document
judged relevant differs from the weight of a document
judged not relevant. Different ratings of relevance use simi-
lar criteria but may apply different weights.

• Similarly, although the criteria are similar, the importance of
criteria changes from the presentation of document repre-
sentations to the presentation of full text. Some become
more important, some less—no clear pattern has emerged. 

• Of all document representations (excluding full text), titles
and abstracts seem to produce the most clues.

• Visual information provides clues that make for a faster
inference than textual information does. (Conclusion based on
a single study that was reported in Choi and Rasmussen,
2002).

Dynamics. Ultimately, dynamic studies involved observ-
ing changes over time, even though time itself was not in-
volved directly in any of the studies as a variable. Some
things indeed change over time, while others stay relatively
constant. Here are some generalizations derived from data in
eight studies reported in the above subsection Relevance
Dynamics:

• For a given task, it seems that the users’ inferences about
specific information or information object are dependent on
the stage of the task.

• However, users’ criteria for inferences are fairly stable. As
the time and the work on the task progress, users change cri-
teria for relevance inferences, but not that much. The users’
selection of given information or information objects
changes—there is a difference. Also, the weight given to dif-
ferent criteria may change over stages of work. Different
selections are made in different stages using similar criteria,
but possibly with different weights. 

• As time progresses and a task becomes more focused, it
seems that the discriminatory power for relevance selection
increases. Increased focus results in increased discrimina-
tion and more stringent relevance inferences. 

• As to criteria, user perception of topicality seems still to be
the major criterion, but clearly not the only one in relevance
inferences. However, what is topical changes with progress
in time and task.

Relevance feedback. Human feedback studies reported
here inevitably involved IR systems and search results; how-
ever, concentration was on how people behaved in relation to
feedback. Here are some generalizations derived from data in
the five studies reported in the above subsection Relevance
Feedback:
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• Human relevance feedback involves several manifestations
in addition to commonly used search term feedback, includ-
ing content, magnitude, and tactics feedback. 

• Users seem to be more satisfied with systems in which they
can incorporate their relevance feedback; when they use rel-
evance feedback, retrieval performance increases. This is
valid for laboratory systems and conditions. Use of rele-
vance feedback results in increase in performance.
• However, when relevance feedback is available in real-

life systems and conditions, users tend to use relevance
feedback very sparingly—relevance feedback is not used
that much. 

• Searching behavior using relevance feedback is significantly
different than when not using it as reflected in relevance
assessments, selection of documents, time used, and ways of
interaction.
• However, criteria used in relevance feedback are similar

to (or even a subset of) criteria used in relevance infer-
ences in general. 

Effects of Relevance: What Influences Are Related
to Relevance Judges and Judgments 

It works both ways: Relevance is affected by a host of
factors and, in turn, it affects a host of factors as well.
A number of studies addressed questions about effects or
variables concerning relevance judges and judgments. The
synthesis below is organized along these questions. Of
course, factors in these categories are interdependent, as is
everything with relevance.

As in the preceding section, I will concentrate exclusive-
ly on observational, empirical, or experimental studies, that
is, on works that contained some kind of data directly ad-
dressing relevance. Works that discuss or review the same
topics, but do not contain data are not included, with a few
exceptions to provide context. Where appropriate, some
summaries include numerical results. Main results from all
studies, with a number of caveats, are synthesized and gen-
eralized at the end of the section.

Relevance Judges

What factors inherent in relevance judges make a differ-
ence in relevance inferences? A similar question was inves-
tigated in relation to a number of information-related
activities, such as indexing and searching. Not many studies
addressed the question in relation to relevance, and those
that did concentrated on a limited number of factors, mostly
involving the effects of expertise:

• Regazzi (1988) asked 32 judges, researchers, and students
(but numbers for each group are not given), to rate as to rele-
vance 16 documents in alcohol studies to a given topic to
compare differences in relevance ratings, perceived utility
and importance of document attributes, and also to ascertain
effects of various factors, such as learning during the process.

• Gluck (1995, 1996) used 82 subjects (13 high school stu-
dents, 3 with associate’s degrees, 41 with or working on
bachelor’s degrees, 19 with or working on master’s degrees,
and 6 with or working on PhD degrees) to (a) respond to an

unspecified set of geography-related questions using two
packets of geographic materials, and (b) recall their recent
experience where geographic questions were raised with re-
sponses coded by two coders on a 5-point relevance scale to
study the effects of geographic competence and experience
on relevance inferences (1995 study) and compare user rele-
vance and satisfaction ratings (1996 study).

• Dong, Loh, and Mondry (2005) asked a physician (whose
assessment was considered the gold standard), 6 evaluators
with biology or medical backgrounds, and 6 without such
backgrounds to assess for relevance 132 Web documents re-
trieved by a metacrawler in relation to specific medical top-
ics to measure variation in relevance assessments due to
their domain knowledge and develop a measure of relevance
similarity.

• Hansen and Karlgren (2005) used 8 students and 20 profes-
sionals with a variety of academic backgrounds whose first
language was Swedish and were fluent in English to search a
newspaper database according to several simulated scenar-
ios serving as queries with results presented in Swedish and
English to investigate how judges assess the relevance of re-
trieved documents in a foreign language, and how different
scenarios affect assessments. 

Individual differences. How large are and what affects in-
dividual differences in relevance inferences? Individually
(and not at all surprisingly), people differ in relevance infer-
ences, just as they differ in all other cognitive processes in
general, and involving information in particular. 

• Davidson (1977) presented 25 engineering and 23 social sci-
ences students with a given question in their area and asked
them to assess the relevance of 400 documents to study indi-
vidual differences related to variables of expertise and infor-
mation openness—the individual’s cognitive repertoire as
indicated by various scales—open-mindedness, control,
rigidity, width.

• Saracevic and Kantor (1988) used five professional
searchers each to search 40 questions, posed by 40 users (19
faculty, 15 graduate students, and 6 professionals from
industry) with real information needs. Their pooled results
were presented to the users for relevance assessment to ob-
serve the overlap in retrieval of relevant documents among
different searchers. They found that the overlap in retrieval
of relevant documents among the five searchers was 18%.

Further studies that show the degree of agreement on rele-
vance assessments between different groups of judges are re-
viewed in the below subsections Beyond consistency and But
does it matter?—they relate to individual difference studies
presented here and are considered in summary below.

Relevance Judgments

What factors affect relevance judgments? There are a lot
of them. In a comprehensive review of relevance literature,
Schamber (1994) extracted 80 relevance factors grouped
into six categories, as identified in various studies. She dis-
played them in a table. In another table, Harter (1996) extract-
ed 24 factors from a study by Park (1993) and grouped them



in four categories. A different approach is taken here. Rather
than extracting still another table, I summarize various stud-
ies that tried to pinpoint some or other factors affecting rele-
vance judgments organized on the basis of assumptions
made in IR evaluations. The goal is not to prove or disprove
the assumptions, but to systematize a wide variety of re-
search questions for which some data has been obtained. 

When it comes to relevance judgments, the central as-
sumption in any and all IR evaluations using Cranfield and
derivative approaches, such as TREC, has five postulates as-
suming that relevance is: 

1. Topical: The relation between a query and an information
object is based solely on a topicality match.

2. Binary: Retrieved objects are dichotomous, either rele-
vant or not relevant—even if there was a finer gradation,
relevance judgments can be collapsed into a dichotomy.
It implies that all relevant objects are equally relevant
and all nonrelevant ones are equally nonrelevant.

3. Independent: Each object can be judged independently 
of any other; documents can be judged independently of
other documents or of the order of presentations. 

4. Stable: Relevance judgments do not change over time;
they are not dynamic. They do not change as cognitive,
situational, or other factors change.

5. Consistent: Relevance judgments are consistent; there is
no inter- or intravariation in relevance assessments
among judges. Even if there are, it does not matter; there
is no appreciable effect in ranking performance.

A sixth, completeness postulate can be added for cases
where only a sample of the collection (rather than the whole
collection) is evaluated as to relevance (such as when only
pooled retrievals are evaluated). This postulate assumes that
the sample represents all relevant objects in the collection—
no relevant objects are left behind. Zobel (1998) investigated
the issue of completeness in relation to the TREC pooling
method; however, because this is really a question for IR
evaluation methods rather than relevance judgments, the
completeness postulate is not addressed further here. 

These are very restrictive postulates, based on a highly
simplified view of relevance—it is a variation on the theme
of weak relevance, as defined in subsection Issue of primacy—
weak and strong relevance (Part II, this issue, pp. 1915–1933).
The postulates are stringent laboratory assumptions, easily
challenged. In most, if not all laboratory investigations in
science, things are idealized and simplified to be controlled;
IR evaluation followed that path. In a scathing criticism of
such assumptions about relevance in IR evaluation, support-
ed by empirical data from a number of studies, Harter (1996)
pointed out that this view of relevance does not take into ac-
count a host of situational and cognitive factors that enter
into relevance assessments and that, in turn, produce signifi-
cant individual and group disagreements. However, using
this weak view of relevance over decades, IR tests were
highly successful in a sense that they produced numerous
advanced IR procedures and systems. By any measure, IR
systems today are much, much better and diverse than those

of some decades ago. Information retrieval evaluation, with
or despite of its weak view of relevance, played a significant
role in that achievement. Clearly, advances in technology
played a major role as well.

Harter was not the only critic; the debate has a long history.
These postulates produced no end of criticism or questioning
of the application of relevance in IR tests from both the sys-
tem and user point of view, starting with Swanson (1971)
and Harter (1971) and continuing with Robertson and
Hancock-Beauleiu (1992), Ellis (1996), Harter (1996),
Zobel (1998), and others. This review is not concerned with
IR systems, including their evaluation, thus the arguments
are not revisited here. But the postulates also served as
research questions for a number of experimental or observa-
tional studies that investigated a variety of related aspects.
These are synthesized here, organized along the postulates. 

Beyond topical. Do people infer relevance based on topi-
cality only? This question was treated in the subsection Top-
ical relevances (Part II, this issue, pp. 1915–1933) and the
above subsection Relevance Clues, thus not rehashed again.
It is brought up here because it is one of the postulates in the
central assumption for IR evaluation. The short conclusion is
that it seems not. Topicality plays an important, but not at all
an exclusive, role in relevance inferences by people. A num-
ber of other relevance clues or attributes, as enumerated in
the above subsection Summary of Relevance Behavior, enter
into relevance inferences. They interact with topicality as
judgments are made. 

Only a few observational studies directly addressed the
question, among them:

• Wang and Soergel (1998) provided 11 faculty and 14 gradu-
ate students with printouts of search results from DIALOG
containing 1,288 documents retrieved in response to the in-
formation needs related to their projects (with no indication
as who did the searches) and asked them to select documents
relevant to their need to assess and compare user criteria for
document selection. They identified 11 criteria for selection,
with topicality being the top criterion followed by orientation,
quality, and novelty as most frequently mentioned criteria.

• Xu and Chen (2006) asked 132 students (97% undergradu-
ate, 3% graduate) to search the Web for documents related to
one of the four prescribed search topics or a search topic of
their interest, and then choose and evaluate two retrieved
Web documents, thus the analysis included 264 evaluated
documents. The study was done to test five hypotheses, each
specifying that a given criterion has a positive association
with relevance. They found that topicality and novelty were
the two most significant criteria associated with relevance,
while reliability and understandability were significant to a
smaller degree and scope was not significant.

• Xu (2007) asked 113 undergraduate students to search the
Web for documents of personal interest for self-education or
relaxation and then choose and evaluate two documents that
they have browsed; thus, analyses included 226 evaluated
documents. The study was done to test five hypotheses re-
lated to criteria for informative relevance (resulting from
“epistemic information searches”—desire for knowledge)
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and affective relevance (resulting from “hedonic informa-
tion searches”—information for fun or affective stimulation)
as opposed to situational relevance (resulting from problem-
oriented searches). He found that topicality, novelty, and
reliability significantly contribute to informative relevance,
but scope and understandability do not, and topicality and
understandability significantly contribute to affective rele-
vance, but novelty does not. This and the preceding work are
the only studies that did hypothesis testing as to relevance
criteria; others provided either frequency counts or descrip-
tion only.

Beyond binary. Are relevance inferences binary, i.e.,
relevant—not relevant? If not, what gradation do people use
in inferences about relevance of information or information
objects? The binary premise was immediately dismissed on
the basis of everyday experience. Thus, investigators went
on to study the distribution of relevance inferences and the
possibility of classifying inferences along some regions of
relevance:

• Eisenberg and Hue (1987) used 78 graduate and undergrad-
uate students to judge 15 documents in relation to a stated
information problem on a continuous 100 mm line to study
the distribution of judgments and observe whether the par-
ticipants perceived the break point between relevant and
nonrelevant at the midpoint of the scale. 

• Eisenberg (1988) used 12 academic subjects (unnamed
whether students or faculty) with “real” information needs 
to judge the relevance of retrieved “document descriptions” to
that need (quotes in the original) to examine the application
of magnitude estimation (an open-ended scaling technique)
for measuring relevance and to compare the use of magni-
tude scales with the use of category scales.

• Janes (1991a) replicated the Eisenberg and Hue (1987) study
by using 35 faculty, staff, and doctoral students (not distin-
guished as to numbers) to judge the relevance of retrieved
document sets in response to their real information need to
determine the distribution of judgments on a continuous
scale.

• Su (1992) used 30 graduate students, 9 faculty, and 1 staff
member as end users with real questions for which online
searches were done by six intermediaries. She had the users
indicate the success of retrieval using 20 measures in four
groups to determine whether a single measure or a group of
measures reflecting various relevance criteria is/are the best
indicator of successful retrieval. She identified the “value of
search results as a whole” as the best measure reflecting IR
performance.

• Janes (1993) rearranged relevance judgment data from two
older studies (Cuadra, Katter, Holmes, & Wallace, 1967;
Rees & Schultz, 1967) and from two of his own studies with
39 faculty and doctoral students used in the first study and 33
students and 15 librarians in the second, along the scales
they used in the studies to investigate the distribution of rel-
evance judgments. 

• Spink, Greisdorf, and Bateman (1998) used data from four
studies involving a total of 55 users (37 graduate students,
18 not identified as to academic status), who, in 55 searches
related to their information needs, retrieved 4,926 docu-
ments in response. Users were grouped on the basis of a

number of variables and also asked to provide a rationale for
their relevance judgments to establish and compare criteria
used for judging documents as relevant, partially relevant,
and not relevant.

• Greisdorf and Spink (2001) used 36 graduate students in
three studies, who in 57 searches related to their personal or
academic information need, retrieved 1,295 documents. The
students were asked to indicate relevance assessments using
various scales and criteria to investigate the frequency distri-
bution of relevance assessments when more than binary
judgment is used.

• Spink and Greisdorf (2001) used 21 graduate students who,
in 43 searches related to their academic information need,
retrieved 1,059 documents. The students were asked to indi-
cate relevance assessments using various scales and criteria
to investigate the distribution of relevance assessments
along various regions of relevance—low, middle, and high
end of judgments as to relevance.

• Greisdorf (2003) used 32 graduate students who, in 54
searches related to their personal or academic information
needs, retrieved 1,432 documents in response. The students
were asked to assess their results using a number of rele-
vance criteria on a continuous relevance scale to study the
users’ evaluation as related to different regions of relevance.

Beyond independence. When presented for relevance judg-
ing, are information objects assessed independently of each
other? Does the order or size of the presentation affect rele-
vance judgments? The independence question also has a
long history of concern in relevance scholarship. In a theo-
retical, mathematical treatment of relevance as a measure,
Goffman (1964) postulated that relevance assessments of
documents depend on what was seen and judged previously,
showing that for relevance to satisfy mathematical proper-
ties of a measure, the relationship between a document and a
query is necessary, but not sufficient to determine relevance;
the documents’ relationship to each other has to be considered
as well. Several articles discussing the issue followed, but
only at the end of the 1980s did the question start receiving
experimental treatment: 

• Eisenberg and Barry (1988) conducted two experiments, the
first experiment with 42 and the second with 32 graduate stu-
dents. The subjects were provided with a query and 15 doc-
ument descriptions as answers ranked in two orders: either
high to low relevance or low to high relevance. Each subject
was given one of the orders, using in the first experiment a
category rating scale, and in the second, a magnitude rating
to study whether the order of document presentation influ-
ences relevance scores assigned to these documents.

• Purgaillis and Johnson (1990) provided approximately (their
description) 40 computer science students who had queries
related to class assignments with retrieved document cita-
tions that were randomly “shuffled” for relevance evaluation
to study whether there is an order presentation bias.

• Janes (1991b) asked 40 faculty and doctoral students (num-
bers for each group not given) with real information requests
to judge the relevance of answers after online searches by in-
termediaries. Answers were given in different formats (title,
abstract, indexing) to examine how users’relevance judgments



of document representation change as more information
about documents is revealed to them.

• Huang and Wang (2004) asked 19 undergraduate and 29
graduate students to rate the relevance of a set of 80 docu-
ments to a topic presented in a random order in the first
phase and then sets of 5 to 75 documents presented from
high to low and low to high relevance in the second phase to
examine the influence of the order and size of document pre-
sentation on relevance judgments.

Beyond stability. Are relevance judgments stable as tasks
and other aspects change? Do relevance inferences and cri-
teria change over time for the same user and task, and if so
how? The questions are treated in the above subsection Rel-
evance Dynamics, thus not reviewed here. However, briefly,
relevance judgments are not completely stable; they change
over time as tasks progress from one stage to another and as
learning advances. What was relevant then may not be nec-
essarily relevant now and vice versa. In that respect Plato
was right: Everything is flux. However, the criteria for judg-
ing relevance are fairly stable. 

Beyond consistency. Are relevance judgments consistent
among judges or a group of judges? Many critics of IR eval-
uation or of any relevance application had a ball with this
question, pointing out easily observed inconsistencies. How-
ever, human judgments about anything related to informa-
tion are not consistent in general, and relevance judgments
are no exception. Why should they be?

The great-granddaddy of all studies that put some data to
the question and opened a Pandora’s Box was done at the
very dawn of IR development in the 1950s. Gull (1956), in a
study that is also a classic example of the law of unin-
tended consequences, showed not only that relevance infer-
ences differ significantly among groups of judges, but also
inadvertently uncovered a whole range of issues that IR
evaluation struggles with to this day. Actually, consistency
of relevance judgments was not the purpose of the study at
all. Information retrieval evaluation was. The results are
worth recalling. Gull reported on a study whose goal was to
compare two different and competing indexing systems—
one developed by the Armed Services Technical Information
Agency (ASTIA) using subject headings, and the other by a
company named Documentation Inc., using uniterms (index
terms searched in a Boolean manner). In the test, each group
searched 98 requests using the same 15,000 documents, in-
dexed separately, to evaluate performance based on rele-
vance of retrieved documents. However, each group judged
relevance separately. Then, not the system’s performance,
but their relevance judgments became contentious. The first
group found that 2,200 documents were relevant to the 98
requests, whereas the second found that 1,998 were relevant.
There was not much overlap between groups. The first group
judged 1,640 documents relevant that the second had not,
and the second group judged 980 relevant that the first had
not. You see where this is going. Then they had reconcilia-
tion and considered each others’ relevant documents and

again compared judgments. Each group accepted some more
as relevant, but at the end, they still disagreed; their rate 
of agreement, even after peace talks, was 30.9%. That did it.
The first ever IR evaluation did not continue. It collapsed.
And it seems that the rate of agreement hovers indeed around
that figure. The corollary that IR evaluators learned: Never,
ever use more than a single judge per query. They don’t.

Consistency in relevance judgments was derived from or
addressed in the following studies: 

• Haynes et al. (1990) did not intend to study consistency, but
rather to assess MEDLINE use in a clinical setting. How-
ever, their report does include data from which consistency
rates can be derived. They used 47 attending physicians and
110 trainees who retrieved 5,307 citations for 280 searches
related to their clinical problem, and assessed the relevance
of the retrieved citations. Authors then used two other search
groups of 13 physicians experienced in searching and three
librarians to replicate 78 of those searches where relevance
was judged by a physician with clinical expertise in the topic
area to compare retrieval of relevant citations according to
expertise. For the replicated searches, all searcher groups re-
trieved some relevant articles, but only 53 of the 1,525 rele-
vant articles (3.5%) were retrieved by all three search
groups. Expert searchers retrieved twice as many relevant
documents as novice searchers, but novice searchers retrieved
some that expert searchers did not. This is the only real-life
study on the question.

• Shaw, Wood, Wood, and Tibbo (1991) used four judges to
assess the relevance of 1,239 documents in a cystic fibrosis
collection to 100 queries. Judged documents were divided
into four sets: A from query author/researcher on the subject,
B from nine other researchers, C from four postdoctoral fel-
lows, and D from one medical bibliographer, to enable per-
formance evaluations of different IR representations and
techniques using any or all of the judgment sets. The overall
agreement between judgment sets was 40%. 

• Janes and McKinney (1992) used a previous study (Janes,
1991b) from which they selected relevance assessments by
four students as users with information requests. The stu-
dents judged two sets of retrieved documents that differed in
the amount of information presented (primary judges) and
then used four undergraduate students without and four
graduate students with searching expertise (secondary
judges) to rejudge the two sets to compare changes in judg-
ments due to an increase in provided information between
primary and secondary judges. The overlap in judgment of
relevant documents (calculated here as sensitivity) between
all secondary judges and primary judges was 68%.

• Janes (1994) used 13 students inexperienced in searching, 20
experienced student searchers, and 15 librarians to rejudge 
20 documents in each of two topics that were previously judged
as to relevance by users to compare users’versus nonusers’ rel-
evance judgments. The overall agreement in ratings between
original users’ judgments and judgments of the three groups
was 57% and 72% for the respective document sets.

• Sormunen (2002) used nine master’s students to reassess
5,271 documents already judged on relevance in 38 topics in
TREC 7 and 8 on a graded 4-point scale (as opposed to a
binary scale used in TREC) to compare the distribution of
agreement on relevance judgment between original TREC

2134 JOURNAL OF THE AMERICAN SOCIETY FOR INFORMATION SCIENCE AND TECHNOLOGY—November 2007
DOI: 10.1002/asi



JOURNAL OF THE AMERICAN SOCIETY FOR INFORMATION SCIENCE AND TECHNOLOGY—November 2007 2135
DOI: 10.1002/asi

and newly reassessed documents and seek resolution in
cases of disagreement. He found that 25% of documents
rated relevant in TREC were rated not relevant by the new
assessors; 36% of those relevant in TREC were marginally
relevant; and 1% of documents rated not relevant in TREC
were rated relevant.

• Vakkari and Sormunen (2004) used 26 students to search
four TREC-9 topics on a system that provided interactive
relevance feedback capabilities. The results had preas-
signed relevance ratings by TREC assessors on a binary rel-
evance scale with additional reassessment by two assessors
on a 4-point scale—these were called official assessors.
This was done to study the consistency between user (stu-
dent) relevance assessment and those by official assessors
and the difference in identification of relevant and highly
relevant documents. They found that the student users iden-
tified 45% of items judged relevant by TREC assessors and
83% of items judged highly relevant by additional official
assessors.

• Lee, Belkin, and Krovitz (2006) used 10 experienced
searchers (not indicated as to status) to compare two lists of
30 documents each for 10 TREC topics. The documents
were judged as to relevance by three judges beforehand;
then the lists were ordered so that precision level varied from
30% to 70%. Subjects indicated their preference between
two lists of various precision levels for each topic. The study
was done to examine the ability of subjects to recognize lists
that have a higher precision level, called right lists as they
contain more relevant documents. The range of recognition
of right lists varied from 14.6% to 31.2%. Agreement in rel-
evance judgments was 24%.

But does it matter? How does inconsistency in human rel-
evance judgments affect results of IR evaluation? Aforemen-
tioned critics of IR evaluation posited, among other things,
that because of inconsistency in human relevance judg-
ments, the results of IR evaluations dependent on stated
judgments are suspect. Again, Harter (1996): “Researchers
conducting experimental work in information retrieval using
test collections and relevance assessments assume that Cran-
field-like evaluation models produce meaningful results. But
there is massive evidence that suggest the likelihood of the
contrary conclusion” (p. 43).

How do you evaluate something solely on the basis of
human judgments that are not stable and consistent? This is
a perennial question, even a conundrum, for any and all
evaluations based on human decisions that by nature are in-
consistent, way above and beyond IR evaluation.

As far as I can determine there are only six studies in
some four decades that addressed the issue. They are mod-
eled on the first and often cited Lesk and Salton (1968) study
that had actual data on the complaint voiced by critics. Five
of the six studies had also data that show the magnitude of
agreements/disagreements on relevance judgments, thus can
also be used as consistency studies.

• Lesk and Salton (1968) used eight students or librarians (not
specified as to which) who posed 48 different queries to the
SMART system containing a collection of 1,268 abstracts 
in the field of library and information science, to assess the

relevance of those 1,268 documents to their queries (called
the A judgments). Then a second, independent set of rele-
vance judgments (B judgments) was obtained by asking
eight new  judges to assess for relevance six additional
queries not of his or her own to rank system performance ob-
tained using four different judgments sets (A, B, their inter-
section and union). They found that the overall agreement
between original assessors (A) and eight new assessors (B)
was 30% and concluded after testing three different IR tech-
niques that all sets of relevance judgments produce stable
performance ranking of the three techniques.

• Kazhdan (1979) took the findings from the Lesk and Salton
(1968) study as a hypothesis and used a collection of 2,600
documents in electrical engineering that had 60 queries with
two sets of relevance judgments—one from a single expert
and the other from a group of 13 experts—in evaluating
seven different document representations to compare the
performance of different representations in relation to differ-
ent judgment sets. He found that the Lesk and Salton
hypothesis is confirmed: The relative ranking of the seven
different representations remained the same over two sets of
judgments. There was one exception, however, where ranking
changed.

• Burgin (1992) used a collection of 1,239 documents in the
cystic fibrosis collection (Shaw et al., 1991, synthesized
above) that had 100 queries with four sets of relevance judg-
ments in the evaluation of six different document represen-
tations in order to compare performance as a function of
different document representations and different judgment
sets. (As mentioned, the overall agreement between judg-
ment sets was 40%). He found that there were no noticeable
differences in overall performance averaged over all queries
for the four judgment sets, however, there were many no-
ticeable differences for individual queries. 

• Wallis and Thom (1996) used seven queries from the
SMART CACM collection of 3,204 computer science
documents (titles and in most cases, abstracts) that already
had relevance judgments by SMART judges to compare
two retrieval techniques. Then two judges (paper authors,
called Judge 1 and 2) assessed separately 80 pooled top-
ranked retrieved documents for each of seven queries in
order to rank system performance using three different
judgments sets (SMART, intersection and union of Judge 1
and 2). They found that the overall agreement between
original assessors (SMART) and two new assessors (Judge
1 and 2) on relevant documents was 48%. After testing two
different IR techniques they concluded that the three sets of
relevance judgments do not produce the same performance
ranking of the two techniques, but the performance figures
for each technique are close to each other in all three
judgment sets.

• Voorhees (2000; also in Voorhees & Harman, 2005, pp. 44,
68–70) reports on two studies involving TREC data. (Re-
minder: A pool of retrieved documents for each topic in
TREC is assessed for relevance by a single assessor, the au-
thor of the topic, called here the primary assessor). In the
first study, two additional (or secondary) assessors indepen-
dently rejudged a pool of up to 200 relevant and 200 nonrele-
vant documents as judged so by the primary assessor for each
of the 49 topics in TREC-4. Then, the performance of 33 re-
trieval techniques was evaluated using three sets of judgments
(primary, secondary union, and intersection). In the second
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study, an unspecified number of assessors from a different
and independent institution, Waterloo University, judged
more than 13,000 documents for relevance related to 50
TREC-6 topics; next, the performance of 74 IR techniques
was evaluated using three sets of judgments (primary,
Waterloo union and intersection). Both studies were done to
look at the effect of relevance assessments by different
judges on the performance ranking of the different IR tech-
niques tested. She found that in the first study, the mean
overlap between all assessors (primary and secondary) was
30%, and in the second study, 33%. After testing 33 different
IR techniques in the first and 74 in the second test, she con-
cluded: “The relative performance of different retrieval
strategies is stable despite marked differences in the rele-
vance judgments used to define perfect retrieval” (Voorhees,
2000, p. 714). Swaps in ranking did occur, but the probabil-
ity of the swap was relatively small.

• Vorhees (2001) used 50 topics created for the TREC-9 Web
track and asked assessors to judge retrieved pages on a 3-point
scale: relevant, highly relevant, not relevant (as opposed to
general TREC assessments that use a binary relevance
scale—relevant and not relevant). The assessments were
done by a primary judge and then the relevant and highly rel-
evant documents were reassessed by two other secondary
assessors. All assessors were also asked to identify the best
page or pages for a topic. The study was done to examine the
effect of highly relevant documents on the performance
ranking of the different IR techniques tested. She found that
“different retrieval systems are better at finding the highly
relevant documents than those that are better at finding gen-
erally relevant documents.” (p. 76) This conclusion contra-
dicts the finding of the previous (Vorhees, 2000) study,
which concluded that relative effectiveness of retrieval sys-
tems is stable despite differences in relevance judgment sets.
“The ability to separate highly relevant documents from
generally relevant documents evidently is correlated with
systems functionality, and thus differences among systems
are reflected in the average score” (Vorhees, 2001, p. 77).
The agreement among three assessors as to the best pages for
a topic was 34%. 

Summary of Effects of Relevance

Caveats abound again and for the same reasons men-
tioned in the summary of the previous section. Although
similar or even identical research questions were asked in a
number of studies, the criteria and methodologies differed so
widely (they were all over the place) that general conclu-
sions offered below are no more than possible hypotheses.
As in the summaries for the preceding section, generaliza-
tions below are derived from the studies reviewed by first
examining and then synthesizing the actual data and results
as presented, rather than just incorporating conclusions from
the studies themselves. Language, while derived from the
studies, is standardized.

Judges. A very limited number of factors related to rele-
vance judges were studied. This is in sharp contrast to a
much large number of factors studied in various studies of

indexers and searchers (e.g., Saracevic & Kantor, 1988).
Here are some generalizations derived from data in four
studies reported in subsection Relevance Judges:

• Subject expertise seems to be one variable that accounts
strongly for differences in relevance inferences by group of
judges—higher expertise results in higher agreement, less
differences. 

• Lesser subject expertise seems to lead to more lenient and
relatively higher relevance ratings—lesser expertise results
in more leniency in judgment.

• Relevance assessment of documents in a foreign language
(for native speakers who are fluent in that language) is more
time consuming and taxing. Assessment agreement among
judges across languages differs; it is lower when assessing
foreign language documents. (Conclusion based on a single
study only; Hansen & Karlgren, 2005).

• Different search requests or what authors call task scenarios
make a difference in the relevance assessment process as to
time, but seem not to affect the degree of agreement. Longer
task scenarios result in more time spent in assessment; all task
scenarios have a similar degree of agreement among judges.
(Same single study as above)

Individual differences. Most often, studies of individual
differences in relevance inferences involved observing plain
statistics of differences or degrees of overlap, with little or
no diagnostics of underlying factors. Here are some general-
izations derived from data in two studies reported in subsec-
tion  Individual differences,  as well as from related data in
eight studies reported in subsection Beyond consistency and
six studies in subsection But does it matter?:

• A relatively large variability can be expected in relevance
inferences by individuals or groups of individuals with sim-
ilar backgrounds. Individual differences are a, if not the,
most prominent feature and factor in relevance inferences.

• However, the differences are comparable to individual dif-
ferences in other cognitive processes involving information
processing, such as in indexing, classifying, searching, feed-
back and so on as previously reviewed (Saracevic, 1991).

• A complex set of individual cognitive, affective, situational,
and related variables is involved in individual differences.
As of now, we know little about them and can only barely
account (beyond hypotheses) for sources of variability.

Judgments. A number of factors affect relevance judg-
ments; for instance and as mentioned, Schamber (1994)
listed 80 factors grouped in six categories and Harter (1996)
24 factors grouped in four categories, both in tables. Instead
of creating another table, I grouped studies along questions
related to assumptions made in IR evaluations. Here are
some generalizations derived from data in 29 studies
reported in the subsection Relevance Judgments as a whole
including all the subsections:

• Relevance is measurable—this is probably the most impor-
tant general conclusion from all the studies containing data.
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• Not surprisingly, none of the five postulates in the central
assumption of IR laboratory testing holds.
• However, using these postulates (representing a simplified

or weak view of relevance) in a laboratory evaluation pro-
duced significant improvements in IR techniques.

Topicality. A perennial research question and hot discus-
sion topic revolved along the issue of whether topicality is
the only or the most important attribute in relevance infer-
ences by people. Here are some generalizations derived
from data in 3 studies in subsections Beyond topical and 15
studies reported in subsection Relevance Clues:

• Topicality of information or information objects is not at all
an exclusive criterion or attribute in relevance inferences by
people.

• A number of other relevance attributes play a role and are
used in conjunction and interaction with topicality, as enu-
merated in the subsection Summary of Relevance Behavior.
• However, in great many situations topicality plays a pri-

mary role in inferences of relevance of information or in-
formation objects.

Measures. Another perennial question for investigation
relates to measures and measuring of relevance inferences,
including distribution of relevance judgments along some
gradation from relevant to not relevant. Here are some gen-
eralizations derived from data in nine studies reported in the
subsection Beyond binary:

• What is relevant depends on a number of factors, but the ar-
tifact of relevance inferences can be expressed by users on a
variety of measures.

• Users do not use only binary relevance assessments, but
infer relevance of information or information objects on a
continuum and comparatively.
• However, even though relevance assessments are not

binary they seem to be bimodal: high peaks at end points
of the range (not relevant, relevant) with smaller peaks in
the middle range (somewhat not relevant or relevant).
The highest peak is on the not relevant end.

• Following that, relevance judgments may be subdivided
into regions of low, middle, and high relevance assess-
ments, with middle being the flattest part of the distribution.

• Another however—when assessing the use of search out-
puts considering a complete set of retrieved information
objects, the value of search results as a whole seems to be
the critical criterion that users apply in making relevance
inferences. (Based on a single study; Su, 1992).

• Users are capable of using a variety of scales, from categor-
ical to interval, to indicate their inferences.
• However, the type of scales or measures used for recording

relevance inferences seems to have an effect on the results
of measurement. There is no one best scale or measure. 

• It seems that magnitude estimation scales are appropriate for
judging relevance; they may be less influenced by potential
bias than category scales. However, they are difficult to
explain and analyze.

Independence. Although the question of whether informa-
tion objects are judged dependently or independently of each
other has a long history of concern, only a few studies
addressed it. Here are some generalizations derived from
data in four studies reported in the subsection Beyond
independence:
• The order in which documents are presented to users does

have an effect on relevance inferences by people.
• Information objects presented early have a higher proba-

bility of being inferred as relevant.
• However, when a small number of documents is pre-

sented, order does not matter. 
• Different document formats (title, abstract, index terms, full

text) have an effect on relevance inferences. Relevance judg-
ments do change as information is added, such as from titles,
to abstracts, to additional representations. Titles are not as
important as abstracts and full texts.

Consistency. For a long time it was known that relevance
judgments related to the same topic or query on the same set
of information objects are not consistent among individual
or group of judges. But the research question was not
whether the judgments are consistent, but to what degree do
they overlap and how inconsistent are they. Here are some
generalizations derived from data in nine studies reported 
in the subsection Beyond binary as well as from related data in
six studies in subsection But does it matter?:

• The inter- and intraconsistency or overlap in relevance judg-
ments varies widely from population to population and even
from experiment to experiment, making generalizations par-
ticularly difficult and tentative.
• However, it seems that higher expertise and laboratory

conditions can produce an overlap in judgments up to
80% or even more. The intersection is large.

• With lower expertise the overlap drops dramatically. The
intersection is small.

• In general, it seems that the overlap using different popu-
lations hovers around 30%.

• Higher expertise results in a larger overlap. Lower exper-
tise results in a smaller overlap.

• Whatever the overlap between two judges, when a third
judge is added it falls, and with each addition of a judge it
starts falling dramatically. Each addition of a judge or a
group of judges reduces the intersection dramatically.

• More judges result in less overlap.
• The lowest overlap reported was 3.5% when three

search groups were used (Haynes et al., 1990).
• Subject expertise affects consistency of relevance judg-

ments. Higher expertise results in higher consistency and
stringency. Lower expertise results in lower consistency and
more inclusion.

Effect on IR evaluation. Given that relevance judgments
are inconsistent, which they are to various degrees, how
does this effect results of IR evaluation? This is a serious
question for acceptance of results of such evaluations. Here
are some generalizations derived from data in six studies in
subsection But does it matter?:
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• In evaluating different IR systems under laboratory condi-
tions, disagreement among judges seems not to affect or af-
fects minimally the results of relative performance among
different systems when using average performance over top-
ics or queries. The conclusion of no effect is counter-intu-
itive, but a small number of experiments bears it out. How-
ever, note that the use of averaging performance affects or
even explains this conclusion.
• Rank order of different IR techniques seems to change

minimally, if at all, when relevance judgments of differ-
ent judges, averaged over topics or queries, are applied as
test standards.

• However, swaps—changes in ranking—do occur with a
relatively low probability. The conclusion of no effect is
not universal.

• Another however—rank order of different IR techniques
does change when only highly relevant documents are
considered—this is another (and significant) exception to
the overall conclusion of no effect.

• Still another however—performance ranking over indi-
vidual queries or topics differs significantly depending on
the query. 

Reflections 

Reflection on approach. The pattern used in this and the
previous section to synthesize studies ([author] used [sub-
jects] to do [tasks] to study [object of research]) comes from
the studies themselves. For a great many studies, this means
that certain stimuli were given to subjects to study resulting
responses. Stimulus–response studies were the hallmark of
behaviorism, an approach in psychology, championed by
B.F. Skinner (1904–1990) that dominated psychology from
the 1930s until the 1960s. It is based on a notion that human
behavior can be studied experimentally without recourse to
consideration of mental states, from the theory that there is a
predictable pattern between stimulus and response in the
human brain. Various schools of behaviorism developed and
numerous stimulus–response studies did and still do provide
valuable insight into human behavior. However, because of
many shortcomings in underlying notions and assumptions,
including the interpretation as to the nature of higher mental
processes, behaviorism fell out of favor. Methodologically,
behaviorism does not include diagnostics beyond responses
to given stimuli. Modified behaviorism methodologies were
absorbed into cognitive psychology.

Many relevance behavior and effect studies were and still
are based on behaviorism. Not all, but a great many. These
produced black box experiments where systems and users
are treated as a whole, inputs controlled, and outputs ob-
served and evaluated. In the ultimate black box experiment,
only inputs and outputs are visible and relevance is inferred
on the basis of some action on the part of a user or simulated
user. How come? Behaviorism and related methods were
imported to relevance studies through experiments carried
by the hallmark relevance studies of Rees and Schultz
(1967) and Cuadra et al. (1967). Of the four principal inves-
tigators in those studies, three were psychologists (Douglas
Schultz, Carlos Cuadra, and Robert Katter); the background

of the fourth, Alan Rees, was English literature. Following
behaviorism as the major approach in psychology at the
time, they applied related stimulus–response methodologies,
including underlying assumptions, to the study of relevance.
Others followed. In all fairness, in no study can we find a
reference to a work in behaviorism proper—Skinner and
colleagues were never cited. However, in a great many stud-
ies, behaviorism was there with all of its strengths and short-
comings. And in many instances, it still is. 

Reflection on population. An overwhelming number of
studies on relevance behavior and effects used students as
the population studied. (Well, we are not alone—in psychol-
ogy, a large number of studies use students as well). The rea-
sons are simple: They are readily available, the cost to
involve them is minimal, and so is the effort. In a way, what
was studied is student relevance. This is not a critique and
even less a condemnation of using students as the population
in relevance studies. There is nothing wrong in studying
student relevance, but it is an open question whether conclu-
sions and generalizations can be extended to other populations
in real life. This is another reason why the results of studies
should be treated as hypotheses. But even though students
predominate as a population, let me repeat: Still, it is really
refreshing to see conclusions made on the basis of data,
rather than on the basis of examples, anecdotes, authorities,
or contemplation alone.

Reflection on individual differences. It has been noted (in
quite a number of studies) that the overlap or degree of
agreement in assessment of relevant documents differs: the
more assessors (or group of assessors), the lower the over-
lap. In other words:

• Given the same topic or query
• for which documents were retrieved from the same collection
• and assessed by different relevance assessors (or group of

assessors)
• results in differing relevance assessments

• i.e., differing (not different) sets of documents are
assessed as relevant.

The differences may not be actually all attributable to
individual (or group) factors and interpretation. Here is a

hypothesis of multiple relevances: 

• For the same topic or query, the same collection contains
multiple sets of information objects that are relevant.

It is not only that people differ in relevance assessments,
but there are indeed several, if not many, sets of relevant an-
swers (information objects) relevant for the same topic or
query in the same collection. So people select the relevant
set among many relevant sets.

Given that relevance is assessed on a continuum from
highly relevant to less relevant to not relevant, here is a hy-
pothesis of high relevance: 
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• Given a number of relevance assessors for the same topic or
query, those information objects that are most often assessed
as relevant (i.e. with highest degree of agreement) are also
information objects that have the highest relevance rating in
general.

Reflections on information technology. As mentioned, IR
algorithms and processes have improved over time. How-
ever, all is not in IR algorithms alone. Clearly, the advances
in IR systems are also based on advances in information
technology (IT). Searches are faster, databases larger, inter-
faces more flexible, reaches are global. . . all closely connected
to developments in IT. In many respects, improvements in
IR algorithms and processes were related to improvements
in IT. But it is not clear, as yet, how these technological and
algorithmic improvements have affected relevance infer-
ences by people. Is there a correlated, complementary
change in relevance behavior and effects, as far as people are
concerned? Logically, it seems so. But evidence is lacking,
so far.

Epilogue: What is the Matter With Relevance and
What Are Some Implications for the Future?

Information retrieval (IR) came into being right after the
Second World War, addressing the problem of the information
explosion by using technology as a solution. Many things
have changed since, but the basic problem and solution are
still with us. The fundamental idea was and still is to retrieve
relevant information with the help of technology. Thus, rele-
vance became the central notion in information science. As
treated in practice, relevance is thoroughly entangled with
information technology. However, relevance is also a thor-
oughly human notion and as all human notions, it is some-
what messy. As stated, the role of research is to make
relevance complexity more comprehensible formally and
possibly even more predictable.

Some 30 years ago, I wrote a critical review that synthe-
sized the thinking on the notion of relevance in information
science during the preceding decades. This current review
(presented in two parts) is an update; together the two
reviews cover the evolution of thinking on relevance since
the emergence of information science some six decades
ago. The purpose of this review is to trace the evolution of
thinking on relevance in information science for the past
three decades and to provide an updated, contemporary
framework within which the still widely dissonant ideas on
relevance may be interpreted and related to one another.
I concentrated on scholarship about relevance and did not
include works dealing with applications in information sys-
tems that are geared toward retrieval of relevant information
or information objects. Literature on this area is huge, but
outside of the scope of this review. This work is about the
notion of relevance, not about relevance in information
systems.

The framework for organizing this review was derived
from the way phenomena and notions are studied in sci-
ence in general. In science, phenomena are studied as to
their nature, manifestations, behavior, and effects. As to the
nature of relevance, there has been a marked progress in
past decades in the elaboration of its meaning, less marked
progress in developing or adapting theories, and consider-
able diversity in the development of models. A stratified
model was suggested as an integrative framework for
viewing relevance interactions between users and comput-
ers. As to manifestations of relevance, a consensus seems
to be emerging that there are several kinds of relevance
grouped in a half dozen or so well distinguished classes.
They are interdependent when it comes to interaction
between people, information, and technology. As to the rel-
evance behavior and effects, we have seen a number of
experimental and observational studies that lifted the dis-
course about relevance from opinions, conjectures, and in-
sights (as valuable as they are) to interpretation of data and
facts. These studies addressed a number of facets of rele-
vance, however, and regrettably, generalizations must be
taken more or less as hypotheses because experimental and
observational criteria, standards, and methods varied indis-
criminately.

Each of the sections concluded with a summary—a
personal interpretation and synthesis of contemporary
thinking on the topic treated in the cited studies or sugges-
tion of hypotheses for future research. Thus, here in the con-
cluding section, I am not providing further summaries from
the literature. Instead, I am dealing with several current
issues and manifested trends that have impacted relevance
scholarship in general and, in my opinion, will continue to
do so in the near future.

Research Funding

Relevance is poor. Relevance research was funded much
better in the past than it is today. Whatever relevance-related
funding exists now, it is spotty and without an agenda or di-
rection. In the United States, the National Science Founda-
tion (NSF) funded such research way back in the 1960s, but
no longer. At that time, NSF funding for relevance research
produced, among others, classic experimental studies with
results and conclusions that stand up to this day (Cuadra et al.,
1967, Rees & Schultz, 1967). Presently at NSF, research on
topics related to information is primarily funded and led by
the Division of Information and Intelligent Systems (IIS),
Directorate for Computer and Information Science and
Engineering (CISE). Over time, the agenda, which occa-
sionally is carefully reviewed and set by senior researchers,
became completely oriented toward computers and infor-
mation to the exclusion of almost everything or anything
that has to do with humans and information. This is despite
of the support for periodic workshops on social and human
aspects of information systems design and more significant-
ly, the recent establishment of Human–Centered Computing
(HCC) as one of the three core technical areas in IIS; the
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orientation is reflected in the current solicitation for re-
search proposals.2

Why such a state? In his keynote address to the Associa-
tion for Computing Machinery (ACM) Digital Libraries ‘99
conference, David Levy (2000) concluded that “the current
digital library agenda has largely been set by the computer
science community, and clearly bears the imprint of this
community’s interests and vision. But there are other con-
stituencies whose voices need to be heard.” I am suggesting
that the same conclusion can be extended currently to
human-centered computing research in general and rele-
vance research in particular.

I checked the acknowledgements in 64 articles on exper-
imental and observational studies reviewed in the preceding
two sections. Less than 17% mentioned support by an exter-
nal granting agency, and of those, about half are from out-
side the United States.

Over the past three decades, most relevance research has
been funded locally, meaning individually at academic insti-
tutions, in an old-fashioned way of basement and attic re-
search. PhD students do it in the time-tested, solitary way of
producing a dissertation, with very limited or no funding.
Assistant professors do it on their own on the way to tenure-
valued publications. Most of the more comprehensive rele-
vance projects were without budgets—funded as a part of
work at local institutions. Relevance is definitively small
science in comparison to the big science of information
systems.

Because of poor and spotty funding, scholarship on rele-
vance has not progressed in a meaningful, comprehensive,
and organized manner. As a result, the conclusion that ex-
perimental and observational studies varied indiscriminately
is not surprising. It seems to me that in the absence of some
meaningful funding, progress in relevance scholarship will
still be all over the place. The desired merging of the two
streams, reflecting users and systems relevance, can hardly
produce significant results without funding for relevance re-
search. This does not mean that coming up with bright ideas
depends only on funding, but it does mean that further ex-
ploration and expansion of bright ideas in today’s research
environment must be funded.

Globalization of Information Retrieval—Globalization 
of Relevance

As IR went global, relevance went global. Relevance went
to the masses. From the very start of information science in
the 1950s, scholarship on relevance was concerned primarily,

if not even exclusively, with problems associated with scien-
tific, technical, professional, business, and related informa-
tion. In a significant way it still is. But things in the real world
changed dramatically—new populations, new concerns en-
tered. With the development of the Web and massive search
engines starting in the mid-1990s, the public also became in-
creasingly concerned with information in every facet of life
in a very similar way. Relevant information is desired. The
rapid, global spread of information searching is nothing short
of astonishing. Millions of users perform untold millions of
searches every day all over the globe, seeking the elusive, rel-
evant information. The thirst for relevant information is glob-
al, massive, and unquenchable.

As relevance went global and public, a number of ques-
tions emerged. To what extent are the results of relevance
scholarship—primarily concerned with a restricted and rela-
tively well-defined population and information—applicable
to the broad public and every conceivable type of informa-
tion? A great many fascinating questions worthy of research
could be asked. Here are but a few:

Are relevance clues similar, different?

Is human relevance behavior similar, different?

Can the broad public be defined at all as to relevance effects? 

It seems that the globalization of relevance also has
exposed a need for an additional and different agenda and
approach for relevance scholarship. 

Proprietary Information Retrieval—Proprietary Relevance

Increasingly, relevance is becoming proprietary because
major search engines are proprietary. Information retrieval
techniques used by a majority of larger search engines are
well known in principle, but proprietary and thus unknown
in execution and detail. 

From anecdotal evidence, we know that proprietary IR
systems are very much interested in relevance and that they
conduct their own relevance studies. Results are not dissem-
inated in the open literature. There may have been (or not)
some major advances in understanding relevance behavior
and effects from studies done at proprietary systems. After
all, they have developed or are trying to develop a number of
innovations that include user- or context-in-the-loop tech-
niques. For that, they must have studied users. For the most
part, we do not know the results of the studies, even though
we may observe the innovations themselves. 

Relevance research may be developing into a public
branch where results are shared freely and widely, and a pro-
prietary branch in which research results, if any, remain se-
cret. One cannot escape the irony of the situation. The
Internet and the Web are hailed as free, universal, and demo-
cratic, and their very success is directly derived from the fact
that they were indeed free, universal, and democratic. Yet,
proprietary relevance research is anything but.

2 “It is anticipated that Human-Centered Computing will support com-
puter scientists as well as social and behavioral scientists and economists
whose work contributes to the design and understanding of novel informa-
tion technologies. However, HCC research should primarily advance the
computer and information sciences rather than the social, behavioral, or
economic sciences.” Program solicitation, NSF-06-572. Retrieved November
15, 2006, from http://www.nsf.gov/pubs/2006/nsf06572/nsf06572.htm
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Research Agenda: Beyond

In several respects, relevance research should go beyond.
Here are a few suggested “beyonds.”

Beyond behaviorism and black box. As described in some
detail in the summary of the preceding section, many (not
all) relevance studies followed, directly or accidentally, ap-
proaches to experimentation used in behaviorism. That is,
stimulus and responses were studied, whereas for the most
part, people and/or systems were black boxes. We can gain
some understanding this way, but such understanding is gen-
erally limited and may easily be biased as well. It should be
mentioned, that many, if not most, human information be-
havior studies, beyond relevance studies, do not use a black
box approach.

Other theoretical bases, assumptions, and methods
should be explored and implemented more fully. The black
box approach is especially limited and potentially even mis-
leading in results, particularly when systems involved in
studying human behavior and effects are a complete black
box. Research that is more imaginative involves diagnostics
and other nonstimuli variables, as applied in a number of
clues studies (reviewed in subsection Relevance Clues) or
suggested, among others, by Ruthven (2005). It is much
harder to do, but more can be learned. 

Beyond mantra. Beyond TREC. Practically every study that
dealt with relevance behavior and effects either began or ended
(or both) with a statement to the effect that results have impli-
cations for information systems design. A similar sentiment is
repeated in many other relevance articles that vehemently
argue that the user viewpoint should be predominant. The
majority of studies did not go beyond that statement, so the
statement became a mantra. Even where a specific list of im-
plications may have been given, the statement is still a mantra.

Very little was ever done to actually translate results from
user studies into system design, as discussed in detail by In-
gwersen and Järvelin (2005). In a way, this is not surprising.
The problem is exceedingly difficult theoretically and prag-
matically, as demonstrated through the interactive track of
TREC, which ran over the course of 9 years and conducted
experiments with human participation, finding, among other
things, that a number of issues need a resolution (Dumais &
Belkin, 2005). 

However, is the problem of incorporating to a sufficient
degree users concerns, characteristics, and the like into sys-
tems essentially intractable? In other words, is the pes-
simistic relevance à la Swanson (1986) based on reality?
Alternatively, is the optimistic relevance as suggested by the
mantra warranted? 

I believe that the sentiment beyond the mantra is warrant-
ed, but it cannot be realized by the underlying hope that
somebody, somehow, somewhere, sometime will actually do
it. I believe that systems designs and operations on the one

hand, and users on the other, could and should be connected
in a much more consequential, involved, and direct way than
they are now, where the connection is from minimal to none.
The interactive track of TREC was on the right track.
Among the key items on the agenda is the conduct of studies
in tandem with system design, such as:

• The study of relevance interactions in a variety of manifes-
tations and processes in and beyond retrieval 

• The study of cognitive, affective, and situational factors as
they dynamically affect relevance and are affected in turn

• The study of human tendencies of least effort for maximum
gain as reflected in relevance

• The study of information and relevance contexts and ways to
reflect them

• The study of connections between secondary or implied rel-
evance (e.g., as in a decision to retain an information object
in some way) and primary or explicit relevance where rele-
vance is actually inferred

The beyond mantra agenda also means that IR research
itself has to go beyond the classical IR model (TREC-like),
and thus go beyond TREC-like evaluations as done so far,
with the one exception of the interactive track I mentioned.
Proposals for cognitive IR as advocated, among others, by
Ingwersen and Järvelin (2005) are an effort in laying the
groundwork for that direction. Relevance research and IR
research should at least get engaged, if not married. However,
this is highly unlikely to happen without a dowry—without
substantial redirection of funding. Namely, the availability
of funding has the marvelous ability to change and redirect
mindsets and efforts. It should be noted that one cause of the
lack of translating results from user studies into system de-
sign is the lack of funding mentioned earlier in the article. 

However, a word of caution is in order. The problem of
building more responsive, complex, and dynamic user-ori-
ented processes and more complex relevance manifestations
into IR systems is by no means simple. As Dumais and
Belkin (2005) and cohorts discovered, it is hard, tough,
and consuming, requiring new mindsets, directions, ap-
proaches, measures, and methods.

Beyond students. As mentioned, students were endlessly
used as experimental subjects for relevance experimentation
and observation. Again, this is not surprising. With little or
no funding, other populations are much more difficult to
reach—actually, the effort is unaffordable. As a result, we
are really getting a good understanding of student relevance.
Regrettably, we are not getting a good understanding of rel-
evance related to real users, in real situations, dealing with
real issues of relevance. If we are to gain a better under-
standing of relevance behavior and effects in diverse popu-
lations, other populations should (or even must) be studied
as well. Maybe student relevance is a norm and results could
be generalized to other populations, but we do not know.

With relevance going global and reaching a wide diversity
of populations the problem becomes more urgent and
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expansive. We have learned quite a bit about student relevance
but, beyond anecdotal evidence and pronouncements of
relevance gurus, we really know little about mass relevance
(or relevance of, by, and for the people). Relevance research
should extend to those populations. However, without funding
for such research, students will remain the primary popula-
tion. Of course, there is a vast amount of work on information
needs, seeking and use in human information behavior studies
that goes beyond students and the classical IR model. Rele-
vance studies should follow. 

In Conclusion

Information technology, information systems, and infor-
mation retrieval will change in ways that we cannot even
imagine, not only in the long run, but even in the short term.
They are changing at an accelerated pace. But no matter
what, relevance is here to stay. Relevance is timeless. Con-
cerns about relevance will always be timely.
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