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• Given a query and a corpus, find relevant documents

Query: user’s textual description of their information need

Corpus: a repository of textual documents

Relevance: satisfaction of the user’s information need

Information Retrieval
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Information Retrieval

• In some disciplines, you can prove that solution A is 
better than B without experimentation.

• Is information retrieval one of these disciplines?

• If not, why not?
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Uncertainty in Information Retrieval
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Uncertainty in Information Retrieval

• The user may not know what they want

• Even if they do, they may not know how to describe it

Monday, October 10, 16



6(AOL query-log)

‣ soft surroundings

‣ trains interlocking dog sheets

‣ belly dancing music

‣ christian dior large bag

‣ best western airport sea tac

‣ www.bajawedding.com

‣ marie selby botanical gardens

‣ big chill down coats

‣ www.magichat.co.uk

‣ broadstone raquet club

‣ seadoo utopia

‣ seasons white plains condo

‣ priority club.com

‣ aircat tools

‣ epicurus evil

‣ instructions

‣ hinds county city of jackson

‣ last searches on aol a to z

Uncertainty in Information Retrieval
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Uncertainty in Information Retrieval

• Even if the user knows how to describe their information 
need, it will probably still be ambiguous

‣ to the system 

‣ to a human trying to see if system A is better than B
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• Query: curbing population growth

Uncertainty in Information Retrieval
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Uncertainty in Information Retrieval

• Document relevance is subjective

‣ many factors affect whether a document is relevant to 
a query

‣ relevance is difficult to define in a way that generalizes 
across users, tasks, and environments
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Uncertainty in Information Retrieval

• Query: cures for anatidaephobia
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Uncertainty in Information Retrieval

• Even if we know which documents are relevant, the 
preferred ranking may be difficult to determine without 
understanding the user population and their objectives
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A B

• Which ranking is better?

Uncertainty in Information Retrieval
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Information Retrieval

• In some disciplines, you can prove that solution A is 
better than B without experimentation.

• Is information retrieval one of these disciplines?

• No, it is not.  There is too much uncertainty

• For now, the only way to show that A is better than B, is 
through extensive experimentation
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Information Retrieval Evaluation

• Evaluation is a fundamental issue of information retrieval

‣ an area of IR research in its own right

• Evaluation methods:

‣ batch evaluation

‣ user-study evaluation

‣ online evaluation

• Each method has advantages and disadvantages
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• Collect a set of queries (to test average performance)

• Construct a more complete description of the information 
being sought for each query

Batch Evaluation
overview
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• QUERY: pet therapy

• DESCRIPTION: Relevant documents must include 
details of how pet- and animal-assisted therapy is or has 
been used. Relevant details include information about 
pet therapy programs, descriptions of the circumstances 
in which pet therapy is used, the benefits of this type of 
therapy, the degree of success of this therapy, and any 
laws or regulations governing it.

Batch Evaluation
overview: query + description (example)
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• Using these descriptions, have human judges determine 
which documents are relevant for each query

• Evaluate systems based on their ability to retrieve the 
relevant documents for these queries

‣ evaluation metric: a measurement that quantifies the 
quality of a particular ranking of results with known 
relevant/non-relevant documents

Batch Evaluation
overview
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A B

• Which ranking is better?

• rank of the first relevant document (lower value is better)

Batch Evaluation
overview: metrics
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A B

• precision at rank 10 (higher value is better)

• Which ranking is better?

Batch Evaluation
overview: metrics
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A B

• precision at rank 1 (higher value is better)

• Which ranking is better?

Batch Evaluation
overview: metrics
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A B

• recall at rank 10 (higher value is better)

• Which ranking is better?

Batch Evaluation
overview: metrics
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A B

• recall at rank 30 (higher value is better)

• Which ranking is better?

Batch Evaluation
overview: metrics
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• Advantages:

‣ inexpensive (once the test collection is constructed)

‣ the experimental condition is fixed; same queries, 
and same relevance judgements

‣ evaluations are reproducible; keeps us “honest”

‣ by experimenting on the same set of queries and 
judgements, we can better understand how system 
A is better than B

Batch Evaluation
overview: trade-offs
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• Disadvantages:

‣ high initial cost. human assessors (the ones who 
judge documents relevant/non-relevant) are 
expensive

‣ human assessors are not the users; judgements are 
made “out of context”

‣ assumes that relevance is the same, independent of 
the user and the user’s context

Batch Evaluation
overview: trade-offs
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Batch Evaluation
overview: trade-offs

• Many factors affect whether a document satisfies a 
particular user’s information need

• Topicality, novelty, freshness, authority, formatting, 
reading level, assumed level of expertise

• Topical relevance: the document is on the same topic as 
the query

• User relevance: everything else 

• Which kind of relevance does batch-evaluation address?
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Batch Evaluation
overview: trade-offs

• Many factors affect whether a document satisfies a 
particular user’s information need

• Topicality, novelty, freshness, authority, formatting, 
reading level, assumed level of expertise

• Topical relevance: the document is on the same topic as 
the query

• User relevance: everything else 

• Which kind of relevance does batch-evaluation address?

• Whether the document contains the sought-after 
information

Monday, October 10, 16



27

• Provide a small set of users with several retrieval systems

• Ask them to complete several (potentially different) search 
tasks

• Learn about system performance by:

‣ observing what they do

‣ asking about their actions and thought processes

‣ measuring success (task completion, time, etc.)

‣ measuring perceived success (questionnaire data)

User-Study Evaluation
overview
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User-Study Evaluation
overview: trade-offs

• Advantages:

‣ very detailed data about users’ reaction to systems

‣ in reality, a search is done to accomplish a higher-
level task

‣ in user studies, this task can be manipulated and 
studied

‣ in other words, the experimental ‘starting-point’ 
need not be the query
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User-Study Evaluation
overview: trade-offs

• Disadvantages:

‣ user studies are expensive (pay users/subjects, 
scientist’s time, data coding)

‣ difficult to generalize from small studies to broad 
populations

‣ the laboratory setting is not the user’s normal 
environment

‣ need to re-run experiment every time a new system 
is considered
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• Given a search service with an existing user population 
(e.g., Google, Yahoo!, Bing) ...

• Have x% of query traffic use system A and y% of query-
traffic use system B

• Compare system effects on logged user interactions 
(implicit feedback)

• clicks: surrogates for perceived relevance (good)

• skips: surrogates for perceived non-relevance (bad)

On-line Evaluation
overview
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click!

can we say that the 
first result is more 
relevant than the 

second?

Implicit Feedback
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click!

skip!

can we say that the 
second result is 

more relevant than 
the first?

Implicit Feedback
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click!

a click is a noisy 
surrogate for 

relevance!

Implicit Feedback
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user sees the 
results and 
closes the 
browser

Implicit Feedback
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the absence of a 
click is a noisy 

surrogate for non-
relevance

Implicit Feedback
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• Advantages:

‣ system usage is naturalistic; users are situated in their 
natural context and often don’t know that a test is 
being conducted

‣ evaluation can include lots of users

On-Line Evaluation
overview: trade-offs
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• Disadvantages:

‣ requires a service with lots of users (enough of them 
to potential hurt performance for some)

‣ this is often referred to as the “cold-start problem”

‣ requires a good understanding on how different 
implicit feedback signals correlate with positive and 
negative user experiences

‣ experiments are difficult to repeat

On-Line Evaluation
overview: trade-offs
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Information Retrieval Evaluation

• Evaluation is a fundamental issue of information retrieval

‣ an area of IR research in its own right

• Evaluation methods:

‣ batch evaluation

‣ user-study evaluation

‣ online evaluation

• Each method has advantages and disadvantages
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