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Introduction 
Personal Information Management (PIM) refers to both the practice 

and the study of the activities a person performs in order to acquire o r  
create, store, organize, maintain, retrieve, use, and distribute the infor- 
mation needed to complete tasks (work-related o r  not) and fulfill various 
roles and responsibilities (for example, as parent, employee, friend, or 
community member). PIM places special emphasis on the organization 
and maintenance of personal information collections (PICs) in which 
information items, such as paper documents, electronic documents, 
e-mail messages, Web references, and handwritten notes, are stored for 
later use and repeated reuse. 

One ideal of PIM is that we always have the right information in the 
right place, in the right form, and of sufficient completeness and quality 
to meet our current needs. Tools and technologies help us spend less 
time with labor-intensive and error-prone information management 
activities (such as filing). We then have more time to make creative, 
intelligent use of the information at hand in order to  get things done. 

This ideal is far from the reality for most people. A wide range of tools 
and technologies is now available for the management of personal infor- 
mation. But this diversity has become part of the problem, leading to 
information fragmentation (Jones, 2004). A person may maintain several 
separate, roughly comparable but inevitably inconsistent, organiza- 
tional schemes for electronic documents, paper documents, e-mail mes- 
sages, and Web references. The number of organizational schemes may 
increase if a person has several e-mail accounts, uses separate comput- 
ers for home and work, makes use of a personal digital assistant (PDA) 
or a smart phone, or uses any of a bewildering array of special-purpose 
PIM tools. 

Interest in the study of PIM has increased in recent years, spurred by 
the growing realization that new applications and new gadgets, for all 
the targeted help they provide, often do so by increasing the overall com- 
plexity of PIM. Microsoff’s OneNote, for example, provides many useful 
features for note-taking but also requires the use of a separate tabbed 
system for the organization of notes that does not integrate with existing 
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schemata for files, e-mail messages, or Web references. Users reasonably 
complain that this is one organization too many (Boardman & Sasse, 
2004; Boardman, Spence, & Sasse, 2003). 

Interest in building a stronger community of PIM inquiry is further 
driven by an awareness that much of the research relating to the study 
of PIM is also fragmented by application and device. Many excellent 
studies have focused on uses of, and possible improvements to, e-mail 
(for example, Balter, 2000; Bellotti, Ducheneaut, Howard, Neuwirth, & 
Smith, 2002; Bellotti, Ducheneaut, Howard, & Smith, 2003; Bellotti, 
Ducheneaut, Howard, Smith, & Grinter, 2005; Bellotti & Smith, 2000; 
Ducheneaut & Bellotti, 2001; Gwizdka, 2000, 2002a, 2002b; Mackay, 
1988; Whittaker, 2005; Whittaker & Sidner, 1996; Wilson, 2002). Other 
studies have examined the use of the Web or specific features such as 
bookmarks or history information (for example, Abrams, Baecker, & 
Chignell, 1998; Byme, John, Wehrle, & Crow, 1999; Catledge & Pitkow, 
1995; Tauscher & Greenberg, 1997a, 199713). Yet other studies have con- 
sidered the organization and retrieval of documents in paper and elec- 
tronic form (for example, Carroll, 1982; Case, 1986; Malone, 1983; 
Whittaker & Hirschberg, 2001). 

Research that focuses on people and what they want or need to be 
able to do with their information also comes under the PIM umbrella. 
The completion of a task depends critically on certain information: For 
example, returning a telephone call may require knowing a person’s first 
name and telephone number. Thus, the study of how people manage var- 
ious tasks in their lives is relevant to PIM (Bellotti, Dalal, Good, Flynn, 
Bobrow, & Ducheneaut, 2004; Bellotti et al., 2003; Bellotti et al., 2005; 
Czerwinski, Horvitz, & Wilhite, 2004; Gwizdka, 2002a; Matthews, 
Czerwinski, Robertson, & Tan, 2006; Whittaker, 2005; Williamson & 
Bronte-Stewart, 1996). Research into digital memories (Gemmell, Bell, 
Lueder, Drucker, & Wong, 2002) and the “record everything” and “com- 
pute anywhere” possibilities enabled by advances in hardware are also 
germane (Dempski, 1999; Lucas, 2000). 

The past few years have seen a revival of interest in PIM as an area 
of serious inquiry that draws upon the best work from a range of disci- 
plines including cognitive psychology, human-computer interaction, 
database management, artificial intelligence, information and knowl- 
edge management, information retrieval, and information science. 

Renewed interest in PIM is double-edged. On one side, the pace of 
improvements in various PIM-relevant technologies gives us reason to 
believe that earlier visions of PIM may actually be realized in the near 
future. Digital storage is cheap and plentiful. Why not keep a record of 
everything we have encountered? (See Czerwinski, Gage, Gemmell, 
Marshall, PBrez-Quiiiones, Skeels, et al., 2006 for a recent review.) 
Digital storage can hold not only conventional kinds of information but 
also pictures, photographs, music-even films and full-motion video. 
Better search support can make it easy to pinpoint the information we 
need. The ubiquity of computing and the miniaturization of computing 
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devices can make it possible to take our information with us wherever 
we go and stay connected to a still larger world of information. 
Improvements in technologies of information input and output (e.g., bet- 
ter voice recognition, voice synthesis, integrated displays of information) 
can free us from the mouse, keyboard, and monitor of a conventional 
computer. 

However, renewed interest in PIM is also spurred by the awareness 
that developments in technology and tools, for all their promise, invari- 
ably create new problems and sometimes exacerbate old ones, too. 
Information that once existed only in paper form is now scattered in 
multiple versions in both paper and digital copies. Digital information is 
further scattered into “information islands,” each supported by a sepa- 
rate application or device. This other side to renewed interest in PIM 
recognizes that new tools and applications-for all the help they pro- 
vide-can further complicate the challenge of information management. 

The Problems of PIM 
In the real world, we do not always find the right information in time 

to meet our current needs. The necessary information may never be 
found or it may arrive too late to be useful. Information may also enter 
our lives too soon and then be misplaced or forgotten entirely before 
opportunities for its application arrive. 

Information is not always in the right place: The information we need 
may be at home when we are a t  work or vice versa. It may be on the 
wrong computer, PDA, smart phone, or other device. Information may be 
“here” but locked away in an application or a different format so that the 
hassles of extraction outweigh the benefits of its use. We may forget to 
use information even when (or sometimes because) we have taken pains 
to keep it at hand. We may fail to make effective use of information even 
when it is directly in view. 

These are failures of PIM. Some of these may be memorable. Many of 
us, for example, can remember the frustration of failing to find an item 
of information-for example, a paper document, a digital document, an 
e-mail message-that we know is “there somewhere.” Over the course of 
an already busy day, we may spend precious minutes, sometimes hours, 
looking for lost information. Other failures of PIM may go unnoticed as 
part of background information friction associated with getting things 
done. In his highly influential article, “Man-Computer Symbiosis,” 
Licklider (1960, p. 4) made the following observations about his own 
work day: 

About 85 per cent of my “thinking” time was spent getting 
into a position to think, to make a decision, to learn some- 
thing I needed to know. . . . My choices of what to attempt and 
what not to attempt were determined to an embarrassingly 
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great extent by considerations of clerical feasibility, not intel- 
lectual capability. 

Many of us might reach similar conclusions concerning our own inter- 
actions with information. A seemingly simple e-mail request, for exam- 
ple, can often cascade into a time-consuming, error-prone chore as we 
seek to bring together, in coherent, consistent form, information that lies 
scattered, often in multiple versions, in various collections of paper doc- 
uments, electronic documents, e-mail messages, Web references, and so 
on. Can you give a presentation at a meeting next month? That depends. 
... What did you say in previous e-mail messages? When is your child’s 
soccer match? Better check the paper flyer with scheduled games. Does 
the meeting conflict with an upcoming conference? Better check the con- 
ference Web site to get dates and program information. What have you 
already scheduled in your calendar? And so on. In their observations of 
people processing e-mail, Belloti et al. (2005) have noted instances in 
which a single e-mail message initiates a task involving several differ- 
ent software applications and lasting an hour or more. 

The Potential of PIM 
Information is a means to an end. Not always, not for everyone, but 

often. We manage information in order to have it when we need it-to 
complete a task, for example. Information is not an inherently precious 
resource. In truth, we usually have far too much of it. Even a document 
we have spent days or weeks writing is typically available in multiple 
locations (and, sometimes confusingly, in multiple versions). We manage 
information because information is the most visible, “tangible” way to 
manage other resources that are precious. Herbert Simon (1971, p. 40) 
elegantly expressed this point with respect to resource optimization: 

What information consumes is rather obvious: it consumes 
the attention of its recipients. Hence, a wealth of information 
creates a poverty of attention and a need to allocate that 
attention efficiently among the overabundance of information 
sources that might consume it. 

This quotation still rings true even if we replace “attention” with 
“time,” “energy,” or “well-being.” Certainly the nagging presence of 
papers representing unpaid bills, unanswered letters, or unfiled docu- 
ments can distract, enervate, and demoralize. We cannot “see” our well- 
being, our attention, our energy, or even our time-except through 
informational devices such as a calendar. But we can see-and man- 
age-our paper documents, our e-documents, our e-mail messages, and 
other forms of information. It is through these personal information 
items that we seek to manage the precious resources of our lives. 

The payoffs for advances in PIM are large and varied: 
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For each of us as individuals, better PIM allows us to make bet- 
ter use of our precious resources (time, money, energy, attention) 
and thus, ultimately, improves the quality of our lives. 

Within organizations, better PIM means better employee produc- 
tivity and teamwork in the near term. Over time, PIM is key to 
the management and leveraging of employee expertise. 

Advances in PIM may also translate into: 

Improvements in information literacy programs (Eisenberg, 
Lowe, & Spitzer, 2004). Progress in PIM is made not only with 
new tools and technologies but also with new teachable tech- 
niques of information management. 

Better support for our aging workforce and population in order to 
increase the chances that our mental lifespan matches our phys- 
ical lifespan. 

The payoffs for better PIM may be especially significant in domains 
such as intelligence analysis or medical informatics. Better PIM may 
help doctors and nurses to balance a large and varied caseload. 
Potentially of even greater impact may be PIM support for individuals 
undergoing long-term or sustained treatments for chronic or acute 
health conditions (Pratt, Unruh, Civan, & Skeels, 2006). 

Objectives, Scope, and Structure for this Chapter 
The remainder of this chapter covers the following: 

Influences on PIM reviews key historical influences on the study 
of PIM and also considers the considerable synergistic overlap 
with existing disciplines including cognitive science, information 
science, and human-computer interaction. 

Analysis of PIM introduces key concepts of PIM and its concep- 
tual framework, which, in turn, provides the organizational 
structure of the subsequent review of PIM-related research. 

Research to Understand How People Do PIM reviews research 
squarely focused on PIM and also considers a sampling from a 
much larger collection of PIM-related research. 

Methodologies of PIM Inquiry discusses some of the special chal- 
lenges associated with the conduct of PIM fieldwork and with the 
evaluation of PIM tools and techniques. 

Approaches to PIM Integration includes a sampling of computer- 
based, tool-building efforts that show special promise in address- 
ing PIM challenges. Some discussion is also given to techniques 
and teachable strategies of PIM. 
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The chapter concludes with a return to a key problem of PIM: infor- 
mation fragmentation. Research relating to PIM is similarly frag- 
mented. The progress in PIM depends upon an integrated approach 
involving several fields of inquiry. This progress, in turn, may promote 
important integrations in the practice of PIM. 

Influences on PIM 
Broadly defined, PIM includes the management of information going 

into our own memories as well as the management of external informa- 
tion. As such, an interest in PIM-related matters is evidenced in the 
study of mnemonic techniques going back to ancient times (see, for 
example, Yates, 1966). 

Although definitions of PIM vary (see the section “Analysis of PIM), 
they generally include, as a central component, the management of 
external forms of information. The difficulties of managing paper-based 
information have long been recognized and tools have been developed 
over time to address these challenges. Yates (1989) notes, for example, 
that the vertical filing cabinet that is now such a standard (if increas- 
ingly old-fashioned) feature of office, home, and workplace was first com- 
mercially available in 1893. 

The modern dialogue on PIM probably began with Vannevar Bush’s 
inspirational article “As We May Think” (Bush, 1945), in which he pre- 
sented his vision of a memex device that would greatly increase a per- 
son’s ability to record, retrieve, and interrelate information (see the 
chapter by Houston and Harmon in the present volume). Licklider 
(1960, 19651, Engelbart (19631, and Nelson (1982) each advanced the 
notion that the computer could be used to extend the human ability to 
process information and, even, to enhance the human intellect. The 
phrase “Personal Information Management” was apparently first used 
in the 1980s (Lansdale, 1988) in the midst of general excitement over the 
potential of the personal computer to augment the human ability to  
process information (Goldstein, 1980; Johnson, Roberts, Verplank, 
Smith, Irby, Beard, et al., 1989; Jones, 1986). The 1980s also saw the 
advent of so-called “PIM tools” that provided limited support for the 
management of appointments and scheduling, to-do lists, telephone 
numbers, and addresses. 

A community dedicated to the study and improvement of 
human-computer interaction (HCI) also emerged in the 1980s (Card, 
Moran, & Newell, 1983; Norman, 1988) and much of the applied 
research reviewed in this chapter was initiated by practitioners in this 
field. However, much HCI research has remained focused on specific 
forms of information (e.g., e-mail messages, Web pages, digital pho- 
tographs), specific devices to aid interaction, and, increasingly, group 
and organizational issues. The study of PIM focuses primarily on the 
individual but also broadens to include key interactions with informa- 
tion over time and across tools. PIM considers our personal use of 
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information in all of its various forms-including paper. Although today 
it is difficult to imagine a practice of PIM that does not involve comput- 
ers, information in all its forms is the primary focus. 

In recent years, there has been discussion of human-information 
interaction (HI11 by way of contrast to HCI (Fidel & Pejtersen, 2004; 
Gershon, 1995; Lucas, 2000; Pirolli, in press). Interest in HI1 is due in 
part to a realization that our interactions with information are more cen- 
tral to our lives than are our interactions with computers. This realiza- 
tion is reinforced by developments in ubiquitous computing. Success in 
computing and, perhaps paradoxically, in HCI, may mean that the com- 
puter will come to “disappear” (Streitz & Nixon, 2005) into the back- 
ground of our daily lives, much as electricity currently does. With 
“transparent interfaces,” we are left with information. Much in HI1 
remains to be defined, but when this happens, PIM will likely be an 
important element. 

The study of human cognition also informs, and is informed by, PIM. 
The common ground shared by PIM and cognitive science is considerable 
and largely unexplored. Of relevance are not only the classic findings of 
cognitive psychology (e.g., Neisser, 1967) but also more recent work on 
situated cognition, distributed cognition, and social cognition (e.g., Fiske 
& Taylor, 1991; Hutchins, 1994; Suchman, 1987). Also very relevant is 
the study of affordances provided by the environment and by the (‘every- 
day” (and often overlooked) objects of a person’s environment (Gibson, 
1977, 1979; Norman, 1988, 1990, 1993). 

Synergies with the field of information science and the study of 
human information behavior are largely unrealized. For example, the 
work by Erdelez and Rioux (2000) on information encountering has clear 
relevance to an essential decision of PIM-whether and how to keep new 
information. To take another example, Dervin’s (1992, 1999) work on 
sense-making certainly relates to a person’s efforts to maintain and 
organize personal information collections (PICs) over time. The large 
subfield of information seeking, although focused on the retrieval of pub- 
lic information from external sources (e.g., a conventional library or the 
Web), certainly relates to the PIM activities of finding and refinding (see 
Pettigrew, Fidel, & Bruce, 2001). 

The study of information and knowledge management in organiza- 
tions also has relevance to  the study of PIM (e.g., Garvin, 2000; Selamat 
& Choudrie, 2004; Taylor, 2004; Thompson, Levine, & Messick, 1999). 
Issues seen first a t  an organizational level often migrate to the PIM 
domain. The merits of various schemes of classification or the use of con- 
trolled vocabularies, for example, have long been topics of discussion at  
the organizational level (Fonseca & Martin, 2004; Rowley, 1994). But 
these topics may find their way into the realm of PIM as the amounts of 
personally held digital information continue to increase. This migration 
has already happened with regard to privacy, protection, and security 
(e.g., Karat, Brodie, & Karat, 2006). 
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Several other fields, including information retrieval, database man- 
agement, and artificial intelligence, have potential relevance to the 
development of supporting tools for PIM. A proper review of PIM and its 
overlap with any one of the fields just mentioned would require a chap- 
ter in its own right. This review focuses on core activities of PIM, the 
challenges people face in the completion of these activities, and, in a 
much more limited way, approaches to the support of these activities. 

Analysis of PIM 
A deeper understanding of what PIM is begins with definitions and 

core concepts. This section sets out a conceptual framework that helps to 
connect several key concepts of PIM and compares PIM to related fields 
of inquiry. 

Information and the Information Item 
The question of what information “is” has been a topic of repeated dis- 

cussion, excellent overviews of which have been provided by Cornelius 
(2002) and Capurro and Hj~r land  (2003) in recent volumes of theAnnua2 
Review of Information Science and Technology (ARIST). 

This chapter focuses on the capacity of information to effect change in 
our lives and in the lives of others. The information we receive influ- 
ences our actions and our choices. For example, we decide which of sev- 
eral hotels to book based on the information we are able to gather 
concerning price, location, availability, and so on. Incoming information 
helps us to monitor the state of our world. Did the hotel send a confir- 
mation? What about directions? 

We also send information to effect change. We send information in the 
clothes we choose to wear, in the car we choose to drive, and in the way 
we choose to act. We send information-often more than we intend- 
with every sentence we speak or write. It is with respect to the informa- 
tion we send, that it is most clearly necessary to go beyond Shannon’s 
(1948) original notion of information as  a collaborative exchange 
between sender and recipient. As Machiavelli might have said, we send 
information to serve our own purposes. Certainly one of these purposes 
is to be helpful and inform others. But we also send information to per- 
suade, convince, impress, and, sometimes, to deceive. 

An information item is a packaging of information. Examples of infor- 
mation items include: 

1. Paper documents 

2. 

3. E-mail messages 

4. Web pages 

5. 

Electronic documents and other files 

References (e.g., shortcuts, aliases) to any of the above 
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Items encapsulate information in a persistent form that can be cre- 
ated, stored, moved, given a name and other properties, copied, distrib- 
uted, deleted, transformed, and so forth. 

Our interactions with paper-based information items are supported 
by, among other things, the desktop, paper clips, staplers, and filing cab- 
inets. Our interactions with digital information items depend upon the 
support of various computer-based tools and applications such as an 
e-mail application, a file manager, and a Web browser. The “size” of cur- 
rent information items is determined in part by these applications. 
There are certainly situations in which some of us might like informa- 
tion items to be packaged in smaller units. A writer, for example, might 
like to treat paragraphs or even individual sentences as information 
items to be reaccessed and combined in new ways (e.g., Johnson, 2005). 

An information item has an associated information form, which is 
determined by the tools and applications that are used to name, move, 
copy, delete, or otherwise organize or assign properties to an item. The 
most common forms we consider in this chapter are paper documents, 
e-documents and other files, e-mail messages, and Web bookmarks. 

Consider how much of our interaction with the world is now mediated 
by information items. We consult the newspaper or, increasingly, a Web 
page to read the headlines of the day and to find out the weather (per- 
haps before we even bother to look outside). We learn of meetings via 
e-mail messages and receive the documents for these meetings via 
e-mail as well. 

As regards sending information items, we fill out Web-based forms; 
we send e-mail messages; we create and send out reports in paper and 
digital form; we create personal and professional Web sites. These and 
other information items serve, in a real sense, as proxies. We project our- 
selves and our desires across time and space in ways that would never 
have occurred to our forebears. 

Another point concerning information items, in contrast to what we 
hear or see in the physical world, is that we can often defer processing 
until a later point in time: We can accumulate large numbers of infor- 
mation items for a “rainy day.” This is quite different from the scenarios 
of situation awareness where acceptable delays in processing informa- 
tion are measured in seconds (Durso & Gronlund, 1999). 

Personal Information 
The term personal information has several senses: 

1. 

2. 

The information people keep for their own personal use. 

Information about a person kept by and under the control of oth- 
ers. Doctors and health maintenance organizations, for example, 
maintain health information about their patients. 

Information experienced by a person but outside his or her con- 
trol. The book a person browses (but puts back) in a traditional 

3. 
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library or the pages a person views on the Web are examples of 
this kind of personal (or personally experienced) information. 

This chapter is concerned primarily with the first sense of personal 
information. 

A Personal Space of Information 
A personal space of information (PSI) includes all the information 

items that are, a t  least nominally if not exclusively, under an individ- 
ual’s control. A PSI contains a person’s books and paper documents, 
e-mail messages (on various accounts), e-documents, and other files (on 
various computers). A PSI can contain references to Web pages as well 
as include applications, tools (such as a desktop search facility), and con- 
structs (e.g., associated properties, folders, “piles” in various forms) that 
support the acquisition, storage, retrieval, and use of the information. 

There are several other things to note about a PSI: 

Although people have some sense of control over the items in 
their PSIs, this is partly illusory. For example, once an e-mail 
message has been deleted, it will no longer appear in one’s inbox; 
however, the message is very likely still in existence (as some fig- 
ures in the public eye have learned to their chagrin). 

A PSI does not include the Web pages we have visited but does 
include copies we make (or that are cached on our computers) and 
the bookmarks we create to reference these pages. 

A person has only one PSI. 

Persona I In forma tion Collections 
Several researchers have discussed the importance of collections in 

managing personal information. Karger and Quan (2004) define a col- 
lection quite broadly, taking it to comprise a variety of objects ranging 
from menus, to portals, to public taxonomies. Boardman (2004, p. 15) 
understands a collection of personal information to be “a self-contained 
set of items. Typically the members of a collection share a particular 
technological format and are accessed through a particular application.” 

The characteristic features of a personal information collection (PIC) 
will be listed here but no attempt will be made to provide a formal defi- 
nition. A PIC might best be characterized as a personally managed sub- 
set of a PSI. PICs are “islands” in our PSIs where we have made some 
conscious effort to control both the information that goes in and the 
manner in which it is organized. PICs can vary greatly with respect to 
the number, form, and content coherence of their items. Examples of 
PICs include: 
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The papers in a well-ordered office and their organization, includ- 
ing the layout of piles on a desktop and the folders inside filing 
cabinets. 

The papers in a specific filing cabinet and their organizing fold- 
ers (when perhaps the office as a whole is a mess). 

Project-related information items that are initially “dumped” into 
a folder on a notebook computer and then organized over time. 

A carefully maintained collection of bookmarks to useful refer- 
ence sites on the Web. 

An EndNote database of article references.2 

A PIC includes not only a set of information items but also their orga- 
nizing representations, including spatial layout, properties, and con- 
taining folders. The items in a PIC will often take the same form-all 
will be e-mail messages, for example, or all files. But this is not a neces- 
sary feature of a PIC. Later on, we review research aimed at  supporting 
an integrative organization of information items, regardless of form. 
Such efforts aim at building a “form-neutral” layer of support for the 
management of information items. 

The concept of a PIC will prove useful as we review research on the 
ways people approach the organization of their information. Statements 
such as “I’ve got to get my - organized!” often refer to a PIC. The 
organization of (‘everything” in one’s PSI is a daunting, perhaps impos- 
sible, task. But we can imagine organizing our Web bookmarks, our 
e-mail inbox, or our laptop filing system (but probably only selected 
areas thereof). 

Definitions of PIM 
PIM is easy to describe and discuss, for we all do it and we all have 

had first-hand experiences with its challenges. But it is much harder to 
define. 

Lansdale (1988, p. 55) defined PIM as ‘(the methods and procedures by 
which we handle, categorize and retrieve information on a day-to-day 
basis,” whereas Bellotti et al. (2002, p. 182) understood it to be “the order- 
ing of information through categorization, placement, or embellishment 
in a manner that makes it easier to retrieve when it is needed.” Barreau 
(1995, p. 327) characterized PIM as a “system developed by or created for 
an individual for personal use in a work environment.” Such a system 
includes “a person’s methods and rules for acquiring the information, . . . 
the mechanisms for organizing and storing the information, the rules and 
procedures for maintaining the system, the mechanisms for retrieval and 
procedures for producing various outputs’’ (p. 327). Recently, Boardman 
(2004, p. 13) noted that “many definitions of PIM draw from a traditional 
information management perspective-that information is stored so that 
it can be retrieved at a later date.” In keeping with this observation, and 
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guided by Barreau’s definition, we might analyze PIM with respect to 
our interactions with a large and amorphous PSI. From the perspective 
of such a store, the essential operations are input, storage (including 
organization), and output. 

In rough equivalence to the input-storage-output model of actions 
associated with a PSI, the framework used in this chapter to help orga- 
nize its discussion of PIM-related research will provide the following 
grouping of essential PIM a~tivit ies:~ 

Findingtrefinding activities move from need to information and 
affect the output of information from a PSI. 

Keeping activities move from information to need and affect the 
input of information into a PSI. 

Meta-level activities focus on the PSI itself and on the manage- 
ment and organization of PICs within it. Efforts to  “get orga- 
nized” in a physical office, for example, constitute one kind of 
meta-level activity. 

The remainder of this review is guided by a framework that derives 
from a basic assumption-namely, that PIM activities help to establish, 
use, and maintain a mapping between information and need. This sim- 
ple statement can be expanded and the relationship between the various 
PIM activities visualized by reference to the diagram in Figure 10.1. 
Needs, as depicted in the leftmost column, can be expressed in several 
ways. The need may, more or less, originate internally-that is, within a 
person as she recalls, for example, that she needs to make plane reser- 
vations for an upcoming trip. Or it may be derived from an external 
source-for example, a question from a colleague in the hallway or a 
manager’s request. Needs are evoked by an information item such as an 
e-mail message or a Web-based form. 

Information, as depicted in the rightmost column, is also expressed in 
various ways-for example, as aural comments from a friend, as a bill- 
board seen on the way to work, or via any number of information items 
including documents, e-mail messages, Web pages, and hand-written 
notes. 

To make a connection between need and information is to create a 
mapping. Only small portions of the mapping have observable external 
representations. Much of the mapping has only a hypothesized existence 
in the memories of an individual: Indeed, large portions thereof are 
potential and not realized in any form, external or internal. A sort func- 
tion or a search facility, for example, has the potential to guide one from 
a need to desired information. 

But parts of the mapping can be observed and manipulated. The fold- 
ers of a filing system (whether for paper documents, electronic docu- 
ments, e-mail messages, or Web references); the layout of a desktop 
(physical or virtual); and the choice of names, keywords, and other 
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I Needs Mapping Information 

1 Remind John about meeting i..; 0 Phone # for John Calendar 

Listsn to relaxing music? 0 0 Smoothjazz i n ~ ~ 3  file 

I, contert ,J 

* b 

M - b e l  activib’es 

-+ +------- 
Finldng acb’viiies Keeping acb’vizies 

Figure 10.1 PIM activities viewed as an effort to establish, use, and maintain a 
mapping between needs and information. 

properties for information items all form parts of an observable fabric 
helping to knit need to information. 

Research to Understand How People Do PIM 
Finding: From Need to Information 

A person has a need and finds information in order to meet it. Needs 
can be large and amorphous-the need for information to complete a 
review of a research area, for example-or small and simple-the need 
for a telephone number. Many needs correspond to tasks (e.g., “get 
schedules and make airplane reservations”). But other needs may not fit 
tasks except by the broadest definition (e.g., “see that photograph of our 
vacation again”). 

Wilson’s (2000, p. 49) definition for information seeking applies 
equally well to information finding, or simply finding as used in this 
chapter: 

the purposive seeking for information as a consequence of a 
need to satisfy some goal. In the course of seeking, the indi- 
vidual may interact with manual information systems (such 
as a newspaper or a library), or with computer-based systems 
(such as the World Wide Web). 

In their efforts to  meet a need, people seek. They search, sort, and 
browse; they scan through a results list or the listing of a folder’s con- 
tents in an  effort to recognize information items that relate to a need. 
These activities are all examples of finding activities. Finding includes 
both acts of new finding, where there is no previous memory of the 
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needed information, and acts of refinding. The information found can be 
personal, residing in a PSI, or public, originating outside of the PSI. 

There are several reasons for preferring the term “information finding,” 
or “finding,” to that of “information seeking?‘ in relation to PIM: 

Although Wilson’s definition of information seeking is inclusive, 
research on information research has tended to focus primarily 
on efforts to find information outside a PSI-from a “brick and 
mortar” library, for example, or from the Web (Pettigrew et al., 
2001). 

“Finding” more directly expresses the goal of a finding activity: 
the location of items meeting a current need. 

People find, or try to find, not only information items but also 
physical items such as their car keys, cell phones, or television 
remote controls. 

The act of “finding” is complementary to that of “keeping.” 
“Finders, keepers,” as the saying goes: What we find, we can 
(try to) keep. With both physical items and information items, 
there is often a trade-off between investing more time now to 
keep or more time later to find. For example, time can be 
invested now to  carefully pair the socks in a pile of freshly 
washed laundry-an act of keeping. Or, instead, more time can 
be spent later to  find a matching pair of socks within the pile in 
order to  meet the current need (e.g., nicer black socks for a busi- 
ness meeting). 

This chapter focuses on refinding private information-that is, situa- 
tions in which people are attempting to return to information they 
believe is in their PSI. But other variations of information finding are 
also PIM activities as discussed briefly here. 

Finding and Refinding Public Information 
There is an impressive body of work on information seeking and infor- 

mation retrieval that applies especially to finding public information 
(see, for example, Marchionini, 1995; Marchionini & Komlodi, 1998; 
Pettigrew et al., 2001; Rouse & Rouse, 1984); however, a comprehensive 
review of this literature is beyond the scope of this chapter. 

There is a strong personal component in efforts to find new informa- 
tion from a public store such as the Web. For example, our efforts to find 
information may be directed by an outline or a to-do list that we main- 
tain in our PSI. And information inside the PSI can be used to support 
a more targeted, personalized search of the Web (e.g., Teevan, Dumais, 
& Horvitz, 2005). 

An online search to meet a need for information is often a sequence of 
interactions rather than a single transaction. Bates (1989) has pre- 
sented a berrypicking model of online searching according to which 
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needed information is gathered in bits and pieces in the course of a 
series of steps where the user’s expression of need, as reflected in the 
current query, evolves. Teevan, Alvarado, Ackerman, and Karger (2004) 
note that users often favor a stepwise orienteering approach even in 
cases where the user knows where the information is and could pre- 
sumably access it directly using a well-formed query. The stepwise ori- 
enteering approach may preserve a greater sense of control and context 
over the search process and may also lessen the cognitive burden asso- 
ciated with query articulation. The examples of berrypicking and orien- 
teering suggest that it might be useful to preserve the search state 
within the PSI. 

Finding (Discovery of) Personal Information 
Items may enter a PSI automatically (e.g., via the inbox, automated 

downloads, Web cookies, the installation of new software). People may 
have no memory or awareness of the existence of these items. If they are 
ever retrieved, it is through an act of finding, not refinding. Memories of 
a previous encounter with an information item may also fade so that its 
retrieval is more properly regarded as an act of finding rather than 
refinding. Personal stores tend to become enormous over time: Some 
items may be decades old. As the use of integrative desktop search facil- 
ities increases, people may be surprised by the information they already 
“have .” 

Refinding Personal Information 
The remainder of this section focuses on the refinding of information 

in the PSI. Clearly, the ability to refind information in a PSI is essential 
if people are to make effective use of their personal information. If an 
information item is in the PSI and people remember that the informa- 
tion item is there, it is often because of some earlier, explicit act of keep- 
ing. Failure to find information is frustrating in general but would 
appear to  be especially so for information that we know ((is in there 
somewhere.” 

Lansdale (1988) has described a two-step process involving an inter- 
play between recall and recognition. Recall may constitute typing in a 
search string or even an exact address for the desired information. In 
other cases, it is less precise. A person may recall in which pile a paper 
document lies but not its exact location within that pile. Or one may 
have a rough idea when an e-mail message was sent or an electronic doc- 
ument last modified. In a second step, then, information items or a rep- 
resentation of these, as delimited by the recall step, are scanned and, if 
one is successful, the desired item is recognized and retrieved. The steps 
of recall and recognition can iterate to narrow progressively the search 
for the desired information-as happens, for example, when we move 
through a folder hierarchy to a desired file or e-mail message or when 
we navigate through a Web site to  a desired page. The two steps of recall 



468 Annual Review of Information Science and Technology 

and recognition can be viewed as a dialogue between people and their 
information environments. 

But a successful outcome in a finding effort depends upon completion 
of another step preceding recall: A person must remember to look. One 
may know exactly where an item is and still forget to look for it in the 
first place. It is also useful to consider a final “repeat?” step, although 
this is essentially a variation of remembering to look. Meeting an infor- 
mation need often means assembling or reassembling a collection of 
information items relating to the task at  hand. The finding activity must 
then be repeated until the complete set of items is collected. 

Failure to collect a complete set of information can sometimes mean 
failure for the entire finding episode. For example, a person may collect 
three of four items needed in order to decide whether to accept a dinner 
invitation next week. She consults a paper flyer, an events Web site, and 
her online calendar and, then, seeing no conflicts, accepts. Unfortunately, 
she did not think to look at a fourth item-a previously sent e-mail in 
which she agreed to host a meeting of her book club that same evening. 

Finding events-especially when directed to previously experienced 
personal information-can, therefore, be viewed as a four-step process 
with a possibility of failure a t  each step: 

1. Remembering to look. 

2. Recalling information about the information that can help to nar- 
row the subsequent scan. 

3. Recognizing the desired item(s). 

4. Repeating as needed in order to “re-collect” the set of items 
required to meet the current need. 

Remembering (To Look) 
Many opportunities to refind and reuse information are missed sim- 

ply because people forget to look. This failure occurs across information 
forms. In a study by Whittaker and Sidner (19961, for example, partici- 
pants reported that they forgot to look inside to-do folders containing 
actionable e-mail messages. Because of mistrust in their ability to 
remember to look, people elected to leave actionable e-mail messages 
within an already overloaded inbox. Inboxes were often further loaded 
with copies of outgoing e-mail messages that might otherwise have been 
forgotten in a “sent mail” folder. 

Web information is also forgotten. In one study of Web use, for exam- 
ple, participants often complained that, while engaged in non-targeted 
activities such as “spring cleaning,” they encountered bookmarks that 
would have been very useful for a project whose time had now passed 
(Jones, Dumais, & Bruce, 2002). Another study reported that, when par- 
ticipants were cued to return to a Web page for which they had a Web 
bookmark, this bookmark was used in less than 50 percent of the trials 
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(Bruce, Jones, & Dumais, 2004). Marshall and Bly (2005) have observed 
a similar failure to look for paper information (newspaper clippings). 
Many of us have had the experience of writing a document and then 
later discovering a similar document that we had previously authored. 

If the old adage ((out of sight, out of mind” is frequently true, then one 
way to aid memory is to keep items in view. Reminding is an important 
function, for example, of paper piles in an office (Malone, 1983). E-mail mes- 
sages in an inbox provide a similar function, at least until the messages 
scroll out of view (Whittaker & Sidner, 1996). Barreau and Nardi (1995) 
have observed that users often placed a file on their computer desktop in 
order to be reminded of its existence and of associated tasks to be completed. 

Visibility helps. But a person must still be prepared to look. Piles on 
a physical desktop can, over time, recede into a background that receives 
scant attention. Likewise, as online advertisers surely know, people can 
learn to ignore portions of a computer’s display. Also, the ability to man- 
age items and keep them in view-whether on a computer screen or on 
the surfaces of a physical office-degrades, sometimes precipitously, as 
the number of items increases (see, for example, Jones & Dumais, 1986). 

Attempts to compensate for the limitations of visible reminders can 
introduce other problems. People who adopt a strategy of repeatedly 
checking their e-mail inboxes in order to respond to messages before 
these scroll out of view (and out of mind) may end up (‘living” in their 
e-mail application with little time or attention left to accomplish work 
requiring sustained levels of concentration. People who immediately 
click through to interesting Web pages, for fear of forgetting to look at  
these later (even if they bookmark them) may let their Web use degen- 
erate into an incoherent sequence of page views scattered across a wide 
range of topics with little to show for the experience. 

A computer-based device might remind people of potentially useful 
information in many ways (Herrmann, Brubaker, Yoder, Sheets, & Tio, 
1999) including, for example, the spontaneous execution of searches that 
factor in words and other elements of the current context (Cutrell, 
Dumais, & Teevan, 2006). However, such reminding devices, like visible 
space, compete for a very precious and fixed resource-a person’s atten- 
tion-and so must walk a fine line to avoid the extremes of either being 
annoying or being ignored. 

Why is reminding so important in the first place? Why do people for- 
get? Part of the answer goes back to a key problem of PIM: information 
fragmentation. Information items are scattered in different forms across 
various organizational devices. Support for grouping and interrelating 
items is not well developed. The folder, for example, has changed little 
in its basic function since its introduction, as part of the desktop 
metaphor, over 20 years ago. Support for grouping, interrelating, and, 
more generally, creating external representations (e.g., of tasks or pro- 
jects) that might complement our internal representations is a topic of 
further discussion in both the keeping and meta-level sections of this 
chapter. 
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Recall and Recognition 
Recall and recognition constitute two parts of a dialogue between a 

person and his information world. For example, somebody types a search 
word (recall) and then scans through a list of results (recognition). He 
clicks on a folder (recall) and then scans through a listing representing 
the items (e.g., e-mail messages, files, Web references) within the folder. 
He sorts inbox e-mail messages by sender (recall) and then scans 
through messages from “Sally” (recognition). 

Even as desktop search utilities improve, a preference persists for 
returning to information through what is known as location-based find- 
ing, orienteering, or browsing (Barreau & Nardi, 1995; Marchionini, 
1995; O’Day & Jeffries, 1993; Teevan, 2003). Habits change slowly and 
desktop search support continues to improve. For example, in the 
author’s informal survey of persons who have installed and use an inte- 
grative desktop search facility (i.e., one able to search quickly across 
files, e-mail messages, recently visited Web sites), people still expressed 
a preference for browsing their desktops, “My Documents,’’ or through 
their folders. Over 90 percent of the respondents indicated that they 
used their search facility only as a “last resort” after other methods had 
failed. 

And yet, desktop search is becoming increasingly integrative and ever 
closer to an ideal in which anything that can be remembered about an 
information item or the circumstances surrounding encounters with it 
(e.g., time of last use or nearby “landmark” events) can be used to help 
find this item (Cutrell et al., 2006; Lansdale, 1988, 1991; Lansdale & 
Edmonds, 1992). It is possible, then, that people may gradually shift to 
a greater reliance on search. 

But the reasons underlying the preference for browsing may be more 
basic. In response to a cue (such as an expression of information need) 
people are usually, but not always, better at recognizing an item from a 
set of alternatives than at  recalling it (Tulving & Thomson, 1973). 
Browsing reduces and distributes the amount that must be recalled and 
relies more on recognition (Lansdale, 1988). Teevan et al. (2004) discuss 
additional considerations favoring what they term “orienteering,” such 
as cognitive ease (smaller steps, less burden on working memory), sense 
of location (and a greater sense of control), and a richer context in which 
to recognize and understand results. Basic research underlines the 
importance of context in recognition (Tulving, 1983; Tulving & Thomson, 
1973). 

If one assumes that people remember to look, how difficult is it to 
return to an information item such as an e-document, e-mail message, 
or Web page that has been previously seen? In a study on delayed cued 
recall by Bruce et al. (20041, participants were asked to return to Web 
pages they had last visited up to six months prior by whatever means 
they chose. Participants did so quickly (retrieval times were under a 
minute on average) and with success rates approaching 100 percent. The 
small number of failures and time-out delays (less than five minutes) 
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that did occur seemed primarily due to information fragmentation. For 
example, one participant looked for a Web reference first in her 
“Favorites,” then in selected e-mail folders, then in folders under “My 
Documents” before finally locating the Web reference inside a presenta- 
tion she had saved to a network drive. 

When people actually name an information item, such as a file, the 
research suggests that recognition accuracy is quite high (Carroll, 1982). 
High rates of recognition relate to a generation effect that has been iden- 
tified in research in human cognition (Slamecka & Graf, 1978; see also 
Jones & Landauer, 1985). Thinking of a name for an item causes people 
to elaborate on connections between the name and the item. These con- 
nections persist in memory and aid in later recognition (and, to a lesser 
extent, recall). 

We do not always name the information items in our PSIS. Abrams et 
al. (1998) report, for example, that when creating a Web bookmark, 
users rarely change the default name provided by the browser. However, 
86 percent of users in their survey reported that the descriptiveness of 
bookmarks was a problem. 

One powerful aid to the recognition of items in a results list returned 
by a search is to include excerpts from items in which matching search 
terms are highlighted (Golovchinsky, 1997a, 1997b). The highlighting of 
search terms is now a standard feature of many search facilities. 

Repeating? 
In many instances, one needs to find not a single, isolated information 

item but rather a set of items whose members may be scattered in dif- 
ferent forms within different organizations. In the dinner scheduling 
example given earlier, four different items needed to be retrieved in 
order to decide whether to accept the invitation. If the likelihood of suc- 
cessful retrieval of each item is strictly independent of the others, then 
the chances of successfully retrieving all the relevant items decreases as 
their number increases. So even if the likelihood of success for each item 
is, say, 95 percent, retrieval of all four items drops to only 81 percent. In 
situations of output interference, items retrieved first may interfere with 
the retrieval of later items in a set-perhaps because the act of retrieval 
itself strengthens recollection of the items first recalled at the expense 
of unrecalled items (Rundus, 1971). Some of us may experience this 
effect when we try to think of everyone in a group of eight or nine 
friends. No matter whom we list first-and this can vary from time to 
time-the last one or two people are often the hardest to remember. 

The chances of successfully retrieving all members of a set can also be 
much better than predicted by a strict independence of individual 
retrievals. Obviously, retrieval improves if all items are in the same 
larger unit-a folder or a pile, for example. It may also be better than 
predicted by strict independence if the items comprising a set have an 
internal organization or are interrelated so that the retrieval of one item 
actually facilitates the retrieval of others (e.g., Bower, Clark, Lesgold, & 
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Winzenz, 1969; Jones & Anderson, 1987). One quotidian instance of 
what we might call output facilitation seems to occur, for example, when 
remembering the characters of a well-told story or a good movie. Of 
potential relevance are studies of information foraging and the notion of 
an information scent (Pirolli & Card, 1999) that might guide people from 
one to another of the items in a fragmented set. 

Summary: Finding Is a Multi-Step Process 
Finding is a multi-step process with a possibility of stumbling at  each 

step. First, people must remember to look. An item is retrieved through 
variations of searching or, more commonly for items in the PSI, brows- 
ing. Both browsing and searching involve an iterative interplay between 
basic actions of recall and recognition. Finally, in many situations of 
information need, people must repeat the finding activity several times 
in order to “re-collect” a complete set of information items. 

Keeping: From Information to Need 
Many events of daily life are the converse of finding events: People 

encounter information and try to determine what, if anything, they 
should do with it-that is, people must match the information to antici- 
pated need(s). Decisions and actions relating to encountered information 
are collectively referred to in this chapter as keeping activities. 

People may encounter information unexpectedly (more or less): For 
example, they may come across an announcement for an upcoming event 
in the morning newspaper or an “FYI” e-mail with a pointer to a Web 
site may arrive in their inbox. The ability to handle effectively informa- 
tion that is encountered by happenstance may be key to one’s ability to 
discover new material and make new connections (Erdelez & Rioux, 
2000). 

People also keep information that they expect to receive and have 
actively sought but do not have time to process in real time. A search on 
the Web, for example, often produces much more information than can 
be consumed in the current session. Both the decision to keep this infor- 
mation for later use and the measures taken to do so constitute keeping 
activities. 

People keep information not only to have it available at a later point 
in time but also to remember to look for it. A failure to remember to use 
information that has been kept is one kind of prospective memory failure 
(Ellis & Kvavilashvili, 2000; O’Connail & Frohlich, 1995; Sellen, Louie, 
Harris, & Wilkins, 1996; Terry, 1988). People may, for example, self- 
e-mail a Web reference in addition to, or instead of, making a bookmark 
so that an e-mail message with the reference appears in the inbox, 
where it is more likely to be noticed and used (Jones et al., 2002). 

Keeping, more broadly considered, applies not only to information 
but also to channels of information. Subscribing to a magazine or set- 
ting the car radio to a particular station is a keeping decision. Even the 
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cultivation of friends and colleagues can be seen as an act of keeping 
(and certainly friends and colleagues often represent important chan- 
nels of information). 

Keeping activities are triggered when people are interrupted in the 
course of performing a task and look for ways of preserving the current 
state so that work can be resumed quickly later on (Czerwinski et al., 
2004). For example, people keep appointments by entering reminders 
into a calendar or record good ideas or “things to pick up at  the grocery 
store” by writing down a few cryptic lines on a loose piece of paper. For 
some professionals, task interruptions have been observed to occur as 
many as four times per hour (O’Connail & Frohlich, 1995) and this is 
quite possibly an underestimate. 

Research relating to information keeping points to several conclu- 
sions: (1) keeping is difficult and error-prone; (2) “keeping right” has 
become more difficult as the diversity of information forms and support- 
ing tools has increased; and (3) some costs of “keeping wrong” have gone 
away, but challenges remain. 

Keeping Is Difficult and Error-Prone 
Keeping actions, such as bookmarking a Web site or setting a 

reminder flag on an e-mail, are sometimes difficult both in the mechan- 
ics of execution and because these actions interrupt the current task 
(e.g., browsing the Web, reading e-mail). Even more difficult is the deci- 
sion that guides these actions. 

The keeping decision is multifaceted. Is the information useful? If so, 
do special steps need to be taken to  keep it for later use? How should the 
information be kept? Where? On what device? In what form? Jones 
(2004) has characterized each keeping decision as a signal detection 
task4 subject to a rational analysis of alternatives (Anderson, 1990). 

There is a “gray area” where determination of costs, reciprocal bene- 
fits, and outcome likelihoods is not straightforward. In the logic of sig- 
nal detection, this middle area presents us with a “damned if you do, 
damned if you don’t” choice. If we keep the information, we may never 
use it. If we do not keep it, we may need it later. Moreover, if we keep 
information in the wrong way-in the wrong folder, for example-we 
may pay twice: We do not find the information when we need it and, 
worse yet, when we later need other information in the folder, the incor- 
rectly filed information becomes an impediment t o  finding it. 

Filing information items-whether paper documents, e-documents, or 
e-mail messages-into the right folders is a cognitively difficult and 
error-prone activity (Balter, 2000; Kidd, 1994; Lansdale, 1988, 1991; 
Malone, 1983; Whittaker & Sidner, 1996). Difficulty arises in part 
because the definition or purpose of a folder is often unclear from the 
label (e.g., “stuff) and may change in significant ways over time (Kidd, 
1994; Whittaker & Hirschberg, 2001; Whittaker & Sidner, 1996). 
Determining a folder’s definition may be at least as problematic as 
determining a category’s definition (e.g., Rosch, 1978; Rosch, Mervis, 
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Gray, Johnson, & Boyes-Braem, 1976; Wittgenstein, 1953; Zadeh, 1965). 
Worse, people may not even recall the folders they have created and so 
create new folders for the same, or similar, purposes (Whittaker & 
Sidner, 1996). 

If a person’s use of folders is sometimes inconsistent, such is also the 
case when it comes to the handling of incoming information. One’s expe- 
rience of the same information item can change considerably as a func- 
tion of context (Martin, 1968; Tulving & Thomson, 1973). Kwasnik 
(1989) identified many dimensions that might influence the placement 
and organization of paper-based mail and documents in an office. In 
addition to attributes of the document itself (e.g., title, author), keeping 
behavior was influenced by disposition (e.g., discard, keep, postpone), 
orderlscheme (e.g., group, separate, arrange), time (e.g., duration, cur- 
rency), value (e.g., importance, interest, and confidentiality), and cogni- 
tive state (e.g., “don’t know” and “want to remember”). Overall, the 
classification of a document was heavily influenced by its intended use 
or purpose-a finding subsequently corroborated by Barreau (1995). 

Jones, Bruce, and Dumais (2001,2002) have observed that the choice 
of method for keeping Web information for later use was influenced by a 
range of considerations or functions. Marshall and Bly (2005) also noted 
that the reasons for keeping information vary and are not necessarily 
task-related or even consciously purposeful. Some participants in their 
study appeared to keep some information (e.g., newspaper clippings) for 
the pleasure of expanding their collection of like items (e.g., recipes) and 
a few used the term “packrat” to describe their keeping behavior (p. 117). 

Sellen and Harper’s (2002) work suggested that 3 percent of the paper 
documents in a typical office were misfiled and 8 percent were eventu- 
ally lost. Perhaps the only surprise is that these percentages were not 
higher. Even when filing is done correctly, it is often not worth the trou- 
ble. Whittaker and Hirschberg (2001) have coined the phrase “prema- 
ture filing” to describe a situation in which people go to the trouble to file 
information that turns out to have little or no value. 

Placing (or leaving) information items in piles, as an alternative to fil- 
ing, has its own problems. In Malone’s (1983) study, participants indi- 
cated that they had increasing difficulty keeping track of the contents of 
different piles as their number grew. Experiments by Jones and Dumais 
( 1986) suggested that the ability to track information by location alone 
is quite limited. Moreover, the extent to which piles were supported for 
different forms of information was variable, limited, and poorly under- 
stood (Mander, Salomon, & Wong, 1992). The computer desktop may 
serve as a place to pile items for fast access or high visibility (Barreau, 
1995; Barreau & Nardi, 1995), but if it is often obscured by various open 
windows, the accessibility and visibility of its items are much reduced 
(Kaptelinin, 1996). The e-mail inbox provides pile-like functions of acces- 
sibility and visibility, but these functions are clearly reduced as the 
number of items in the inbox increases-especially for older messages 
that scroll out of view. 
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If filing is error-prone and costly and if the ability to manage piles is 
limited, it is hardly surprising that people sometimes decide to do noth- 
ing at all-even for information they believe will be useful. This is espe- 
cially true for Web information. For example, Abrams et al.’s (1998) 
study showed that users bookmarked only a portion of the Web pages 
they wanted to reaccess at a future date. A study of delayed, cued recall 
examined how people re-found Web information they considered useful 
(Bruce et al., 2004; Jones et al., 2003). Participants used one of three “do 
nothing” methods (i.e., ones requiring no keeping activity) in over two- 
thirds of the trials: 

1. 

2. 

Searching again (using a Web-based search service). 

Typing in the first few characters of the URL for a Web site and 
accepting one of the suggested completions of the Web browser. 

Navigating to the Web site from another Web site. Overall, par- 
ticipants were very good at getting back to “useful” Web sites 
even when these were accessed only once or twice per year and 
had not been accessed for up to six  month^.^ 

3. 

Keeping “Right“ Is Harder When Information Is More Fragmented 
An act of keeping might be likened to  throwing a ball into the air 

toward a point where one expects it to be at some future time. Keeping 
information in accordance with future need has never been easy (Bruce, 
2005), but the current proliferation of information forms and supporting 
tools and gadgets makes keeping all the more difficult. The information 
people need may be at home when they are a t  work and vice versa. It 
may be on the wrong computer, PDA, smart phone, or other device. 
Information may be “here” but locked away in an application or in the 
wrong format so that the difficulty associated with its extraction out- 
weighs the benefits of its use. 

The information world that Malone (1983) described was largely 
paper-based. Today, paper documents and books are still an important 
part of the average person’s PSI (Sellen & Harper, 2002; Whittaker & 
Hirschberg, 2001). However, people must also contend with the organi- 
zation of e-documents, e-mail messages, Web pages (or references to 
these), as well as a number of additional forms of digital information 
(each with their own special-purpose tool support) including phone mes- 
sages, digitized photographs, music, and videos. The number of keeping 
considerations increases further if a person has different e-mail 
accounts, uses different computers for home and work, or makes use of 
a PDA, smart phone, or some other special-purpose PIM tool(s). 

People freely convert from one form of information to another (Jones et 
al., 2002). They make paper printouts of e-documents, Web pages, and 
e-mail messages and scan paper documents for inclusion in e-documents. 
They send e-documents and Web references via e-mail. They save e-mail 
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messages and Web pages into the same filing system that holds their 
e-documents. 

People can keep information in several different ways in order to 
ensure that they have it later (Jones et al., 2002). Somebody may, for 
example, enter a client’s telephone number into a calendar (as a 
reminder to call) and into a contact database. But doing so can increase 
the later challenges of updating and synchronization (e.g., when the 
telephone number changes). Moreover, such multiple registering of 
information may not cover all the contingencies when the information 
might be needed. Neither the calendar nor contact entry will help, for 
example, if the person needs to contact the client from his cell phone 
while stuck in traffic. We can hope that someday our information will be 
more integrated. 

Some Costs of Keeping “Wrong” Have Gone Away, 
but Challenges Remain 

Recent developments in technology have greatly reduced or even nul- 
lified some costs associated with mistakes made in the process of keep- 
ing. These reductions invite a consideration of two “decision-free” 
extremes in keeping strategy: that of keeping everything and that of 
keeping nothing at all (Jones, 2004). Unless one is engaged in video edit- 
ing, the storage cost of a false positive-that is, of keeping digital infor- 
mation that is never used-is negligible. Why not keep it all? Facilities 
to sort, search, and filter may even help to clear away the clutter so that 
one can focus on the more useful information. Many people appear to be 
following a modified “keep everything” approach, for example, in the 
management of incoming e-mail by leaving it in the inbox, perhaps with 
occasional efforts to “spring clean” (Whittaker & Sidner, 1996). 

Some costs associated with a “miss”-not keeping information that 
turns out to be useful-are also decreasing dramatically. With ever- 
increasing amounts of information available in readily searchable form 
on the Web (or intranet counterparts), people often rely on refinding 
methods that require no explicit keeping activity (Bruce et al., 2004). 
These “do nothing” methods include searching again or navigating from 
another Web site. 

System support can also automate keeping in ways that combine local 
storage and reliance on the Web. The history and the “auto-complete” 
facilities in most Web browsers, for example, keep references locally to 
information that remains on the Web. 

Approaches that automate keeping or that free individuals from the 
need to decide what is to be kept point to a dilemma identified by 
Lansdale (1988). People may not make the effort to keep information for 
later use either because doing so is too much trouble or because they are 
overly confident of their ability to retrieve the information at  a later 
point in time (Koriat, 1993). Automated keeping can save people time 
and, more importantly, the distraction of leaving the current task in 
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order to decide whether and how an item in view should be kept for 
future uses. But if people do not take measures to  keep the information 
that they have encountered, they may be less likely to remember to look 
for it a t  a later date when the need arises. The generation effect 
(Slamecka & Graf, 1978) has been observed in the assignment of names 
for text editing commands (Jones & Landauer, 1985) and in the assign- 
ment of tags to documents (Lansdale, 1991). Research in prospective 
memory-used to perform an action in the future-also supports a pre- 
diction that steps taken when information is encountered may reduce 
the likelihood of memory failure later on (Ellis & Kvavilashvili, 2000; 
O’Connail & Frohlich, 1995; Sellen et al., 1996; Terry, 1988). 

An alternative to the “keep everything,” “keep nothing,” and “keep 
automatically” strategies is the “keep smarter” approach-making bet- 
ter decisions concerning future uses of current information (Jones, 
2004). If a person has prepared a clear plan, for example, he is often 
more effective at  keeping relevant information (including a recognition 
of its relevance) even when the plan and its goal are not the current 
focus of attention (Seifert & Patalano, 2001). One strategy is to apply 
technologies of information filtering to support the automation or partial 
automation of keeping decisions (e.g., Foltz & Dumais, 1992). E-mail 
applications, for example, commonly support the creation of special rule- 
based folders into which incoming messages can be copied or moved 
automatically. Establishing the rules, however, is not an easy task 
(Balter, 2000). A step further in automation are tools that attempt to 
induce the rules for a folder based upon an analysis of its current mem- 
bers. Full automation of filing is problematic for two reasons: (1) rules, 
whether induced by the computer or created by people, are faulty; and 
(2) full automation reintroduces the dilemma already discussed-that 
without some involvement in the keeping activity, people may forget to 
look again later. One way to address both problems is for the computer 
to present a selection of likely folder destinations from which the person 
selects one or more (Segal & Kephart, 1999): He or she is then involved 
in the final decision and always has the option of selecting “none of the 
above.” 

A second approach is to tie acts of information access and creation 
(e.g., sending an e-mail message, making a new document, accessing a 
Web page) closely to the planning and completion of associated tasks and 
projects. The design of the Project Planner prototype (Jones, Munat, 
Bruce, & Foxley, 2005), for example, follows a guiding principle that 
information management and taswproject management are two sides of 
the same coin. Moreover, with the right support, an integrative organi- 
zation of information can emerge as a consequence of the efforts 
expended to plan a project and manage its tasks. Related to the advan- 
tage of a clear plan-at a higher level-is the potential keeping benefit 
of having an overall scheme of classification-a personal unifying tax- 
onomy (Jones, 2004). 
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Summary: Keeping Is Multifaceted 
Certainly keeping, like finding, can involve several steps. It may even 

trigger an act of finding-as in refinding the right folder or pile in which 
to place an information item. But the essential challenge of keeping 
stems from the multifaceted nature of the decisions about information 
needs. Is the information useful? Do special actions need to be taken to 
keep it for later use? Where? When? In what form? On what device? 
With no crystal ball to see into the future, answering these questions is 
a difficult and error-prone endeavor. But the attempt helps us to remem- 
ber the information item subsequently. Some caution is advised against 
an overreliance on well-intended attempts to automate these decisions. 
Complementary tool support for planning may be one way to ensure that 
key connections are made between encountered information and 
expected need. And a well-formulated plan has other benefits as well. 

The Meta-Level: Mapping between Need and Information 
Meta-level activities, which constitute the third set of PIM activities, 

operate broadly upon collections of information within the PSI and on 
the mapping that connects need to information for these collections. At 
the level of keeping and finding, “managing” often equates with “getting 
by” (as in the sentence, “I finally managed to find the information”). The 
meta-level seeks to enhance personal control of one’s PSI by stressing 
proactivity. How can people take charge of their PIM practice? How 
should the information be structured? According to what schema? 
Following which strategies? How can tools help either to structure or to 
obviate structuring? How is the effectiveness of current practice mea- 
sured? Issues of privacy and security are also addressed at the meta- 
level (Karat et al., 2006). Who has access to what information under 
what circumstances? How can information (e.g., medical information, 
airplane seating preferences, a resum6) be distributed to best effect? 

This section considers two meta-level activities that are (and should 
be even more) related to one another: (1) maintenance and organization, 
and (2) making sense of information and planning its use. 

Maintaining (Too) Many Organizations 
Differences between people are especially apparent in their approaches 

to the maintenance and organization of information. Malone (1983) distin- 
guished between “neat” and “messy” organizations of paper documents. 
Messy people had more piles in their offices and appeared to invest less 
effort than neat people in filing information. Comparable differences have 
been observed in the ways people approach e-mail (Bdter, 1997; Gwizdka, 
2002a; Mackay, 1988; Whittaker & Sidner, 19961, e-documents (Boardman 
& Sasse, 2004; Bruce et al., 20041, and Web bookmarks (Abrams et al., 
1998; Boardman & Sasse, 2004). 

Across information forms, differences in approaches to organization 
correlate with differences in keeping strategy. For example, people who 
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have a more elaborate folder organization-whether for paper docu- 
ments, e-documents, e-mail messages, or bookmarks-tend to file sooner 
and more often. However, people are often selective in their mainte- 
nance of different organizations. Boardman and Sasse (2004), for exam- 
ple, classified 14 of 31 participants in their study as “pro-organizing” 
with respect to e-mail and e-documents but not with respect to  book- 
marks; only seven of the 31 participants took the trouble to organize 
their e-documents. (The study did not look at the organization of paper 
documents.) 

The fragmentation of information by form poses special challenges for 
maintenance and organization. Folders with similar names and pur- 
poses may be created in different information organizations, especially 
for e-mail messages and e-documents (Boardman & Sasse, 2004). 
Maintaining consistency is difficult; for example, people may have a 
“trips” e-mail folder and a “travel” e-document folder. The fragmentation 
of information across forms also poses problems in the study of PIM (see 
the section on methods and methodologies). It is difficult and time- 
consuming to study and compare a participant’s organizational schemes 
across several different forms of information and tempting to focus pri- 
marily on a single form of information such as e-mail messages or Web 
pages. 

However, several studies have now examined how the same person 
manages across different forms of information (Boardman & Sasse, 
2004; Jones, Phuwanartnurak, Gill, & Bruce, 2005; Ravasio, Schar, & 
Krueger, 2004). The following composite picture has emerged: 

People tend not to take time out of a busy day to assess their orga- 
nizations or their PIM practice in general. 

People complain about the need to maintain many separate orga- 
nizations of information and the fragmentation of information 
that results. 

Even within the same folder organization, competing organiza- 
tional schemes may suffer an uneasy co-existence with each other. 
People may apply one scheme on one day and another on the next. 

Several participants in one study (Jones et al., 2002) reported 
making special efforts to consolidate organizations, for example 
by saving Web references and e-mail messages into a file folder 
organization or by sending e-documents and Web references in 
e-mail messages. 

The prefix “meta-” is commonly used to mean “beyond or “ a b ~ u t . ” ~  
But the studies referenced here also invoke the original sense of “meta-” 
as For many people, meta-level activities such as maintenance 
and organization occur only after the more pressing activities of keeping 
and finding have been done. In many cases, this means not at all. 
Keeping and finding are triggered by many events in a typical day. 
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Information is encountered and keeping decisions are made (even if the 
decision is to do nothing). The information needed for a variety of rou- 
tine activities (e.g., calling someone, planning the day’s schedule, 
preparing for a meeting) triggers various finding activities. 

Events triggering maintenance and organization of information are 
fewer and less frequent. For some people, these activities may be trig- 
gered by a corporate “clean desk” policy, a system administrator’s mes- 
sage that an inbox is too full, or possibly a New Year’s resolution to get 
organized. Studies of PIM themselves often serve as a trigger. For exam- 
ple, Boardman and Sasse (2004) reported that 12 participants in their 
study performed ad hoc tidying during the interview itself. In Jones, 
Phuwanartnurak, et a1.k (2005) study, all 14 participants made com- 
ments at the outset concerning a need to move or delete material that 
was outdated or no longer belonged in their files. Four participants actu- 
ally insisted on interrupting the interview while they moved or deleted 
files or old folders. 

As digital storage continues to increase in capacity and decrease in 
cost, maintenance and organization activities are seldom prompted by 
“disk full” events. People are freed from the need to delete or organize 
their digital information, and in many ways this is a good thing. The 
decision to delete information can be time-consuming and difficult to 
make. This has been referred to as the old magazine effect (Jones, 2004). 
The potential uses or benefits of the item in focus (e.g., an old magazine) 
may be more salient than the ongoing cost of keeping (and never finding 
the time to read and use) the item. Similarly, Bergman, Beyth-Marom, 
and Nachmias (2003) refer to the deletion paradox to describe a situa- 
tion where people may spend precious time on information items that 
are of little value to them (e.g., old, never-used information items that 
are candidates for deletion). With the dramatic increases in digital stor- 
age capacity in the past few years, most people are no longer forced to 
delete anything, ever. 

Even so, people often express unease about their current maintenance 
activities with apologetic comments or references to themselves as “a 
packrat” (Marshall & Bly, 2005, p. 117). Or, as one participant in 
Boardman and Sasse’s study (2004, p. 585) said, “stuff goes in but doesn’t 
come back out-it just builds up.” 

Making Sense of Information and 
the Value of External Representations 

Much of the experimental work reviewed so far may make us question 
the value of organizing information in our PSI. We have too many folder 
organizations to maintain and we frequently postpone or ignore issues 
of maintenance just as we might avoid tidying a messy closet. Keeping 
(filing) information in a folder structure is dificult and mistakes are 
common. Storage is cheap. Search continues to improve. Is it worthwhile 
to organize information anymore? Or can we leave our information “flat” 
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and depend upon search (and possibly sorting) as a primary means of 
access? 

We now review research demonstrating that people organize infor- 
mation not only to ensure its retrieval but for several other reasons as 
well. In a study conducted by Jones, Phuwanartnurak, et al. (2005, pp. 
1506-15071, participants listed a number of reasons for using folders 
even if they had access to a perfect desktop search facility: 

“I want to be sure all the files I need are in one place.” 

‘(Folders help me see the relationship between things.” 

(‘Folders remind me what needs to be done.” 

“Folders help me to  see what I have and don’t have.” 

“I use empty folders for information I still need to get.” 

“Putting things into folders helps me to understand the informa- 
tion better.” 

In this study, a folder hierarchy developed for a project such as ‘(wed- 
ding” often resembled a project plan or partial problem decomposition in 
which subfolders stood for project-related goals and also for the tasks 
and subprojects associated with the achievement of these goals. A ‘(wed- 
ding dress’’ subfolder, for example, organized information and tasks 
associated with the goal of selecting and fitting a wedding dress (includ- 
ing, for example, a “wedding dress trials” sub-subfolder). 

Barsalou (1983, 1985, 1991) has long argued that internal categories 
are used to accomplish goals. His research demonstrates people’s ability 
to group together seemingly dissimilar items according to their applica- 
bility to a specific goal. For example, weight watchers might form a cat- 
egory “foods to eat on a diet.” Rice cakes, carrot sticks, and sugar-free 
soda are all members of the category, even though they differ consider- 
ably in other ways. The best member is not necessarily like other cate- 
gory members. Instead, the best exemplar is the item that best 
accomplishes the goal or the ideal. Research by Markman and Ross 
(2003) suggests that an internal, goal-based organization for a set of 
items emerges as a by-product of the use of these items to accomplish 
goals. A person need not think explicitly about the goal-relatedness of 
items in order to internalize this organization. 

This is not to suggest that a direct mapping exists between goal- 
directed folders as an external form of information organization and 
goal-directed categories as an internal organization of concepts. 
However, it is reasonable to suppose that folders (and piles, proper- 
tieslvalue combinations, views, and so on) can form an important part of 
external representations (ERs), which, in turn, can complement and 
combine with internal representations (IRs) to form an integrated cog- 
nitive system (Hutchins, 1994; Kirsh, 2000). 
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Finding the right ER helps in sense-muking (Dervin, 1992kin  efforts 
to make sense of information. For example, the right diagram can allow 
one to make inferences more quickly (Larkin & Simon, 1987). The way 
in which information is represented externally can produce huge differ- 
ences in one’s ability to use it in short-duration, problem-solving exer- 
cises (Kotovsky, Hayes, & Simon, 1985). Different kinds of 
representations, such as matrices and hierarchies, are useful in solving 
different types of problems (Cheng, 2002; Novick, 1990; Novick, Hurley, 
& Francis, 1999). Russell, Stefik, Pirolli, and Card (1993) have shown 
that ERs are acquired and discarded according to an assessment of rel- 
ative costs and benefits. 

What are the long-term costs and benefits associated with the use of 
ERs for PIM-the ER that results from use of a particular filing scheme, 
for example? And, can tools change the costmenefit equation? What 
comes after the folder? 

Efforts in tool support can benefit from basic research into how peo- 
ple plan. For example, support for progressive refinement (top-down or 
bottom-up) must also allow for the dynamic, flexible changes people 
make to accommodate new information or to exploit new opportunities. 
This opportunistic aspect of planning has been noted in experiments 
ranging from ill-structured domains, such as errand planning (Hayes- 
Roth & Hayes-Roth, 1979), to the highly structured Tower of Hanoi prob- 
lem (Davies, 2003). 

Summary: Meta-Level Activities Are Important 
but Easily Overlooked 

Meta-level activities are critical to a successful PIM practice, but they 
are rarely urgent. Few events in a typical day direct our attention to 
meta-level activities such as maintenance and organization, making 
(overall) sense of an information collection, managing privacy and secu- 
rity, or measuring and assessing the effectiveness of strategies and sup- 
porting tools. As a result, meta-level activities can easily become 
afterthoughts. Research into meta-level activities and their support also 
appears to receive less attention than, for instance, research into finding 
(which can draw upon support from established communities in infor- 
mation seeking and information retrieval). But it is at the meta-level 
that we may realize some of the most productive synergies between 
applied research in PIM and basic research in cognitive science. 

Methodologies of PIM Inquiry 
The development of methodologies especially suited to PIM is still in 

its infancy. There is need for both methodologies in descriptive studies 
aimed at better understanding how people currently practice PIM and 
prescriptive evaluations to understand better the efficacy of proposed 
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PIM solutions (usually involving a tool but sometimes focused on a tech- 
nique or strategy). 

The descriptive and the prescriptive can form a complementary and 
iterative relationship with one another: 

1. Descriptive data from fieldwork observations, interviews, and, 
possibly, broader-based surveys can suggest directions for 
exploratory prototyping of supporting tools (and supporting tech- 
niques as well). 

Prototypes are built and evaluated to reach more definite, pre- 
scriptive conclusions concerning support that should be provided. 
The development and evaluation of prototypes can frequently 
suggest specific areas of focus for the next round of fieldwork. 

This is a familiar, if somewhat idealized, process for the study of 
human-computer interaction (HC1)-although, all too often it seems, 
the descriptive component is overlooked or disconnected from the rush 
to build new tools (Whittaker, Terveen, & Nardi, 2000). 

PIM poses special challenges with respect to both descriptive study 
and prescriptive evaluation of proposed solutions: 

1. A person’s practice of PIM is unique. There is tremendous varia- 
tion among people-even among those who have a great deal in 
common with each other with respect to profession, education, 
and computing platform-as demonstrated by many fieldwork 
studies (e.g., Jones et al., 2001). People develop (and continue to 
experiment with) their own practice of PIM, including supporting 
strategies, structures, tools, and habits, with little or no formal 
guidance. PIM practice is uniquely tailored to the individual’s 
needs and information. This uniqueness makes it very difficult to 
abstract tasks or extract datasets that can be used meaningfully 
in a laboratory setting. 

PIM happens broadly across many tools, applications and infor- 
mation forms. People freely convert information from one form to 
another to suit their needs-e-mailing a document, for example, 
or printing a Web page. Studies and evaluations that focus on a 
specific form of information and supporting applications-e-mail, 
for example-run the risk of optimizing for that form of informa- 
tion but a t  the expense of a person’s ability to manage other forms 
of information. 

PIM happens over time. Personal information has a life cycle- 
moving, for example, from a (‘hot” pile to a “warm” project folder 
and then, sometimes, into “cold” archival storage. The keeping 
and finding activities directed to a particular information item 
may be separated by days, weeks, or months. Basic PIM events of 
interest-such as filing, the creation of a new folder, or the pro- 
tracted search for a lost item of information-occur unpredictably 

2. 

2. 

3. 
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and cannot be scheduled. The effectiveness of an action to file 
information, for example, cannot be assessed without looking at 
later efforts to retrieve this infomation. People may initially 
embrace a solution but, over time, tire of its use. Single-session 
studies and evaluations sample a point in time and can easily 
mislead. For example, a single-session evaluation of an auto- 
mated categorization tool might show that users are quite happy 
with its categorization and the time savings that it appears to 
offer. But these users may subsequently find that they have more 
trouble finding information with the tool than without it (perhaps 
because they attend less to the information initially when cate- 
gorization is automated). 

One approach is to create ethnographies of PIM in which a person 
and hisher practice of PIM are the subject of an exploratory, longitudi- 
nal case study. Design methodologies that place an emphasis on context 
and situation have obvious relevance, including contextual inquiry 
(Beyer & Holtzblatt, 1998), situated activity (Suchman, 19831, and situ- 
ated design (Greenbaum & Kyng, 1991). These and other methodologies 
have emerged from a participatory design movement that originated in 
Scandinavia (Schuler & Namioka, 1993). Participants in PIM studies 
might also be encouraged to practice participatory observation or, more 
simply, self-observation. People are often interested in talking about 
their PIM practices. Participants in longitudinal studies seem to derive 
therapeutic value from the opportunity to talk about their information 
management problems with a sympathetic observer. 

But longitudinal case studies are time-consuming, and it is not easy to 
find a representative sample of participants able or willing to commit to 
a multi-session study. The results of case studies may be very enlighten- 
ing but they do not, by themselves, form a proper basis for generalization. 
However, a longitudinal case study can be followed by a much more tar- 
geted single-session study or survey. The case study can help to identify 
the effects to focus on and the questions to ask in a single-session study 
or survey. 

The effectiveness of PIM research can be improved through: 

1. Development of reference tasks (Whittaker et al., 2000). For 
example, there is a need for validated keeping and finding tasks 
that can be administered to participants as they work with their 
information. 

Dactable units of  analysis. One potential unit of analysis is the 
personal project (Jones, Munat, et al., 2005). The study of PIM 
emphasizes helping people manage their information over time in 
ways that cross the many boundaries set by current tools. This is 
a worthy, if somewhat daunting, ambition. How much personal 
information should we study? For how long? In what contexts? A 
personal project (e.g., planning a trip, taking a course, planning a 

2. 
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remodel) is bounded in time and scope and still typically requires 
the use of a range of tools, computer-based and otherwise, and the 
use of many forms of information. Studying people’s management 
of information as they work to complete a project may, therefore, 
provide practical ways to approach PIM other than tool-based 
analyses (e.g., the study of e-mail use alone or Web use alone). 

It is important to note also that methodologies of PIM need to support 
the development and evaluation not only of tools but also of techniques 
and strategies. 

Approaches to PIM Integration 
As research has made clear, information fragmentation creates prob- 

lems for keeping, finding, and meta-level activities such as maintenance 
and organization. The obvious antidote to fragmentation is integration 
(or unification). This section considers some approaches to integration. 

Integration through €-Mail 
The uses of e-mail now extend well beyond the sending of text mes- 

sages between people separated from each other by time and distance. 
For example, e-mail is now used for task management, personal archiv- 
ing, and contact management (Bellotti et al., 2003; Ducheneaut & 
Bellotti, 2001; Mackay, 1988; Whittaker & Sidner, 1996). Many of us 
practically “live” in e-mail in a typical work day. (On the other hand, 
many of us may also go “ofline” in order to do concentrated work with- 
out the constant interruption of e-mail.) One approach to current prob- 
lems of PIM-in particular, the fragmentation of information by 
application-is to accept the primacy of e-mail and build additional PIM 
functionality into an expanded e-mail application. 

This approach is exemplified by Taskmaster (Bellotti et al., 20031, a 
prototype that deliberately builds task management features into an 
e-mail client application. Taskmaster introduces support for thrusks as 
a way to automatically connect task-related e-mail messages based upon 
an analysis of message content. The thrask is intended to be an improve- 
ment on threads. E-mail discussion within a thread can diverge widely 
from the original task even as other task-related e-mail messages are 
sent outside the context of a thread. On the other hand, a thrask can also 
include links (e.g., Web references) and documents that relate to the 
task. In this way, several forms of information are brought together. 

Following an “equality of content” principle, Taskmaster also displays 
attachments (links and documents) a t  the same level as the e-mail mes- 
sages associated with their delivery. Attachments are no longer buried 
within the e-mail messages. This makes it easier for the user to see and 
access all information related to a task, regardless of its form. 

E-mail messages and associated content can be sorted and grouped by 
thrask but otherwise remain in the inbox until moved by the user. Users 
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can also fine-tune by changing the thrask associated with an e-mail mes- 
sage. The design intent is that Taskmaster adds new task-related func- 
tionality without taking away the functionality already familiar to the 
user. Taskmaster provides several means of viewing thrask-related 
e-mail messages and also supports the assignment of task-relevant 
properties. 

One potential limitation of the “integration through e-mail” approach 
has already been mentioned-people may want to spend less, not more, 
time in e-mail. Also, adding functionality for task management and 
other PIM-related activities may increase the complexity of an e-mail 
application that is already difficult to grasp for many users. 
Furthermore, users are likely to have other reasons for continuing to use 
files in the file system-better backup, for example, or better, finer- 
grained control over access rights and security. 

Integration through Search 
Desktop search facilities that can search across different forms of 

information-especially files, e-mail, and the Web pages that a person 
has visited-have a tremendous potential to support a more integrative 
access to information. Some of this potential has already been realized 
in facilities such as Google Desktop.8 

Fast, integrative, cross-form searches are supported in the Spotlight 
features of the Macintosh Operating System X (Mac 0s X) (-.apple. 
codmacosdfeaturedspotlight). Spotlight also includes support for per- 
sistent searches and the related notion that “smart folders” can be pop- 
ulated and constantly updated to include the results returned for an 
associated query. Similar features are also planned for inclusion in the 
next major release of Microsoft Windows (Spanbauer, 2005). 

Microsoft’s Stuff I’ve Seen (SIS) project is exploring additional inte- 
grations that build upon a basic ability to search quickly through the 
content and associated properties for the information items of a PSI. The 
user interface for SIS supports the sorting of returned results on several 
properties including a “useful date” (with a definition that varies 
slightly depending on the information form). Time intervals can be fur- 
ther bracketed in the Memory Landmarks add-on through the inclusion 
of representations for memory events, both public and personal. An 
Implicit Query (IQ) add-on to SIS is a further step in integration. As a 
user views an e-mail message, content and properties associated with 
the message are used to form a query. Matching results are shown in a 
side panel. The panel may sometimes list useful information items that 
are in the user’s PSI but have been forgotten. 

These and other search features make it clear that search is about 
more than typing a few words into a text box and waiting for a list of 
results. We return to a question posed earlier: Will the constellation of 
features enabled by fast, indexed search of content and all associated 
properties for information items in a PSI eventually eliminate the need 
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for many PIM activities? In particular, does the need actively t o  keep 
information and to maintain and organize this information largely go 
away? Can people leave their information ‘‘flat” so that the need for con- 
ventional folders disappears? There are two very different reasons for 
believing that the answer is “no.” 

First, a search can return many versions of the needed information. 
People create multiple versions of a document, for example, in order to 
represent important variations, to “freeze” the document at key points in 
its composition, or, simply, because they need to use it on different pro- 
jects andlor in different contexts. (Moreover, it’s easier to copy than to ref- 
erence.) People may also save external items into their PSI several times 
because they cannot recall whether they have done so before or, again, 
because they want to access this item in different “places.” Or people may 
receive several different versions of information in e-mail. Airlines, for 
example, sometimes send several different e-ticket confirmations. 

When multiple versions are returned, considerable time may be spent 
deciding which version is correct or which collection of items provides 
the necessary information. The problem of multiple versions intensifies 
when people modify or correct a document or save a new version of an 
item without tracking down and removing all the old versions. A chief 
executive officer of a major financial services company told the author 
that he had recently spent over an hour trying to decide which of several 
versions of a PowerPoint presentation was the right one to modify and 
use for an upcoming meeting with a customer. 

The second reason to believe keeping and organizing will remain 
essential PIM activities is more speculative but also more fundamental: 
The acts of keeping an item and organizing a collection of items may be 
essential to our understanding of information and our memory of it later 
on. If filing is cognitively difficult, it is also cognitively engaging. Filing, 
as an act of classification, may cause people to consider aspects of an 
item they might otherwise fail to notice. If people do not make some ini- 
tial effort to understand the information in their collection of items, they 
may forget to search for it subsequently. Folders, properties, and other 
constructs can be seen as an aid in understanding information. Even if 
a tool such as Implicit Query is successful a t  retrieving relevant infor- 
mation, people may fail to recognize this information or its relevance to 
a current need. 

In a better world, we might hope to realize the advantages associated 
with the current use of folders and other means of ER without experi- 
encing the disadvantages. The penalty currently associated with misfil- 
ing, for example, is too severe: We may, for all practical purposes, lose 
the misfiled information. If folders become more “transparent” or more 
like tags, we might be more inclined to reference than to copy and more 
inclined to  tag an item in several ways in order to represent different 
anticipated uses. We might still be able to  search or sort through items 
as part of a larger set. 
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In this regard, improving desktop search facilities may have a para- 
doxical effect. With search, the cost of misfiling decreases. Even if an 
item is misfiled, it can still be found again, using search if necessary. 
Moreover, regardless of folder location, search can be used to construct a 
useful set of results that can be quickly sorted by time and other useful 
properties. 

Integration through Projects 
It might be argued that information management and task or project 

management are two sides of the same coin. It certainly makes sense to 
try to organize information according to expected future use and people 
are known to do this (Kwasnik, 1989). Rooms (Henderson & Card, 1986) 
represents an early attempt to integrate information items and other 
resources (e.g., tools, applications) with respect to a user’s activity. For 
example, one could set up a “room” for a programming project in which 
each window provided a view into a project-related resource. A task- 
based approach to integration, Taskmaster, has been discussed in the 
context of extensions to an e-mail application. 

Another approach in tool support is the notion of a “project” as a basis 
for the integration of personal information. When a distinction is made 
between tasks and projects, it is typically with respect to length and 
complexity. In HCI studies of task management (Bellotti et al., 2004; 
Czerwinski et al., 2004), for example, a task is typically something we 
might put on a to-do list-e.g., “check e-mail,” “send mom flowers for 
Mother’s Day,” “return Mary’s phone call,” or “make plane reservations.” 
With respect to everyday planning, tasks are atomic. A task such as 
“make plane reservations” can certainly be decomposed into smaller 
actions-“get travel agent’s phone number,” “pick up phone,” “check 
schedule,” and so on-but there is little utility in doing so. In these stud- 
ies, therefore, the focus is on management between tasks, including han- 
dling interruptions, switching tasks, and resuming an interrupted task. 

A project, by contrast, can last from several days to several years and 
is made up of any number of tasks and subprojects. Again, the informal 
to-do measure is useful, although it makes sense to put tasks like “call 
the real estate broker” or “call our financial planner” on a to-do list, it 
makes little sense to place a containing project like “buy a new house” or 
“plan for our child’s college education” into the same list. 

In the UMEA (User-Monitoring Environment for Activities) proto- 
type, Kaptelinin (2003) used the idea of a current project to bring 
together various forms of information-electronic documents, e-mail 
messages, Web references-and associated resources (applications, 
tools). One of UMEA’s design goals was to minimize the user costs in set- 
ting up a project by automatically labeling items as they were accessed. 
Unfortunately, UMEA depended upon the user to signal a change in a 
current project. Because users frequently forgot to do this, items were 
frequently associated with the wrong project. Users could go back and 
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edit projectlitem associations to correct for mislabeling but they rarely 
took the time and trouble to do this. Kaptelinin sketched possible ways 
in which the system might detect a change in project but, to the author’s 
knowledge, nothing along these lines has been implemented that can do 
this with any degree of accuracy. Another limitation of UMEA is that the 
project is essentially just a label and has no internal structure. 

Another approach in integration through projects is to label items as 
an incidental part of an activity that people might do in any case. When 
people plan projects, some of their planning finds external expression in, 
for example, to-do lists or outlines. The Project Planner prototype 
(Jones, Munat, et al., 20051, described earlier, encourages users to 
develop a project plan using a Project Planner module. The Planner pro- 
vides a rich-text overview for any selected folder hierarchy that looks 
much like the outline view of Microsoft Word. A hierarchy of folders 
appears as a hierarchy of headings and subheadings. The view enables 
users to work with a folder hierarchy just as they would with an outline. 
As headings are added, moved, renamed, or deleted, corresponding 
changes are made to the folder hierarchy. The Planner is simply another 
view into the file folder hierarchy and is, in fact, integrated into the file 
manager. But, as part of more general support for shortcuts, the folders 
of a project plan can be used to reference project-related e-mail messages 
and Web pages as well as files. 

Behind the scenes, the Planner is able to support its more document- 
like outline view by distributing Extensible Markup Language (XML) 
fragments as hidden files, one per file folder, that contain information 
concerning notes, links, and ordering for the folder. The Planner assem- 
bles fragments on demand to present a coherent project plan view 
including notes, excerpts, links, and an ordering of subfolders (and sub- 
subfolders). The architecture can handle other views as well. Efforts are 
currently underway, for example, to support a “mind map” view (Buzan 
& Buzan, 2004). 

Integration through Properties 
Dourish, Edwards, and their colleagues have argued that the folder 

hierarchy is limited, antiquated, and should be abandoned outright in 
favor of a property-based system of filing and retrieval such as that fea- 
tured in their PRESTOE’laceless Documents prototype (Dourish, 
Edwards, LaMarca, Lamping, Petersen, Salisbury, et al., 2000; Dourish, 
Edwards, LaMarca, & Salisbury, 1999a, 1999b). Such proposals are not 
new. Ranganathan’s (1965) colon, or faceted, classification scheme 
(Ranganathan, 1965) is essentially an organization of information by a 
set of properties in which an item’s value assignment for one property 
can vary independently of its value assignment for another. Recipes, for 
example, might be organized by properties such as “preparation time,” 
“season,” and “region or style.” 



490 Annual Review of Information Science and Technology 

However, organization of information by properties depends upon an 
understanding of the information so organized. Meaningful, distin- 
guishing, useful properties for special collections such as recipes may be 
readily apparent but this analysis is more difficult for newly acquired 
information. In particular, information relating to a project may be eas- 
ier to organize into a hierarchy representing a plan or problem decom- 
position for the project. 

One property of clear relevance across most items is time (as in “time 
of encounter” or “last accessed”). Several projects and prototypes are moti- 
vated by the integrative power of time as a means to organize information. 
The MEMOIRS system (Lansdale & Edmonds, 1992) organizes informa- 
tion items in a sequence of events (which can also include meetings, dead- 
lines, and so on). Perhaps the best known of the time-based approaches to 
information integration is Lifestreams (Fertig, Freeman, & Gelernter, 
1996; Freeman & Gelernter, 1996). In LifeStreams, documents and other 
information items and memorable events in a person’s life are all placed 
in a single, time-ordered “stream.” Lifestreams also permits users to place 
items into the future portion of the stream at points where a need for these 
items is anticipated. But it is with respect to the future that the 
Lifestreams timeline metaphor begins to falter. Some future events are 
“fixed” (to the best of our ability to frx anything in the futurekmeetings, 
for example. It makes sense to place a presentation or report that is 
needed for a meeting at a point in the stream’s future to coincide with the 
meeting. However, we often have no clear notion of when we will need an 
item or have an opportunity to use it. In these cases, it may make more 
sense to organize items according to a need (goal, task, project). Needs, in 
turn, are often organized into a hierarchy. 

Integration through a Common Underlying Representation 
The digital information items discussed in this chapter-in particular 

the file-are high-level. The operations we can perform at the file level 
are useful but limited. We can create, move, rename, and delete files. 
The data within a file are typically in a “native format” and readable by 
only a single application-the word processor, spreadsheet, or presenta- 
tion software used to create the file. In this circumstance, opportunities 
to share, consolidate, and normalize data (e.g., to avoid problems with 
updating) are extremely limited. The user can initiate a transfer of data 
from one file to another (“owned)) by another software application) via 
mechanisms such as “copy and paste” and “drag and drop,’) but this 
transfer is often little more than an interchange of formatted text. 
Information concerning the structure and semantics of the data stays 
behind in the source application. Moreover, the data are copied, not ref- 
erenced, and this can lead to many problems with updating. 

As a result, data concerning a person we know-say, Jill Johnson- 
may appear in many, many places within our PSI. Because of this frag- 
mentation, even simple operations, such as correcting for a spelling 
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mistake in Jill’s name or updating her e-mail address, become nearly 
impossible to complete. We may update some of the copies but not all.9 
Also, we may experience the frustration of having some operations- 
name resolution, for example-available in one place (when sending 
e-mail) but not in another (when working with photographs). 
Underlying these issues is the problem that there is no concept or 
“object” for a “person named ‘Jill Johnson”’ in the PSI and no means by 
which data associated with this person can be referenced-not copied- 
for multiple uses (as managed through various software applications). 

The situation may improve with increasing support for standards 
associated with the Semantic Web (Berners-Lee, 1998) including XML, 
RDF (Resource Description Framework), and the URI (Uniform 
Resource Identifier). RDF and XML, for example, can be used to include 
more semantics with a data interchange. URIs might be used to address 
data, in place, so that they do not need to be copied at all (thus avoiding 
problems with updating information about Jill Johnson, for example). 
Support for these standards may make it possible to work with data and 
information packaged around concepts such as “Jill Johnson” rather 
than with files. Data for Jill would be primarily referenced, not copied. 
We could readily add more information about Jill or make a comment 
such as “she’s a true friend.” And we could group information about Jill 
together, as needed, with other information. We could, for example, cre- 
ate a list of e-mail addresses and telephone numbers for “true friends” 
we would like to invite to a birthday celebration. 

These and other possibilities are explored in the Haystack project 
(Adar, Karger, & Stein, 1999; Huynh, Karger, & Quan, 2002; Karger, 
Bakshi, Huynh, Quan, & Sinha, 2005; Quan, Huynh, & Karger, 2003). 
Haystack represents an effort to provide a unified data environment in 
which it is possible to group, annotate, and reference or link to informa- 
tion in units smaller and more meaningful than the file. In the Haystack 
data model, a typical file will be disassembled into many individual 
information objects represented in RDF. Objects can be stored in a data- 
base or in XML files. When an object is rendered for display in the user 
interface, a connection is kept to the object’s underlying representation. 
Consequently, the user can click on anything in view and navigate to get 
more information about the associated object (e.g., to find Jill Johnson’s 
birth date) and also to make additions or corrections to this information. 

Haystack offers the potential to  explore, group, and work with infor- 
mation in many ways that are not possible when it is “hidden” behind 
files. However, several issues must be addressed before the Haystack 
vision is realized in commercial systems. For example, the use of RDF, 
whether via XML files or a database, is slow. Beyond performance 
improvements, major changes in attitudes and practices will be required 
if application developers are eventually to abandon the control they cur- 
rently have with data in native format in favor of a system where data 
come, instead, from an external source such as RDF. 
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Integration through a Digital Recording of “Everything” 
If a sequence of information events is recorded-for example, those 

surrounding the viewing of a Web page-it should be possible to retrieve 
not only the Web page itself but also other items that were in close tem- 
poral proximity to it. We might hope, for example, to be able to access 
“the e-mail message I was looking at right before I looked at this Web 
page.” 

If enough events in our daily life were recorded, we might move sig- 
nificantly closer to a situation where virtually anything recalled about a 
desired item-the contexts of our interaction with the item as well as its 
content-could provide an access route back to  the item. For example, 
we might direct the computer to “go back to the Web site that Mary 
showed me last week.” 

In his article “As We May Think,” Vannevar Bush (1945) described a 
vision of a personal storage system, the memex, which could include 
snapshots of a person’s world taken from a walnut-sized, head-mounted 
camera supplemented by a voice recorder. This vision has been realized 
and extended in wearable devices that can record continuous video and 
sound (Clarkson, 2002; Mann, 2004; Mann & Niedzviecki, 2001). 

A bigger question is what to with all this data once they have been 
recorded. MyLifeBits (Gemmell et al., 2002; Gemmell, Lueder, & Bell, 
2003) is an exploratory project aimed at  addressing this by digitizing the 
life of computer pioneer Gordon Bell. The study of “record everything“ 
approaches, also called “digital memories,” is becoming a very active 
area of research (Czerwinski et al., 2006). For example, workshops on 
Continuous Archival and Retrieval of Personal Experience (CARPE) 
were sponsored by the Association for Computing Machinery (ACM) in 
both 2004 and 2005. 

A continuous recording of our life’s experiences has many potential 
uses. For example, we might use it to refresh our internal memories con- 
cerning a meeting. It might be useful in some cases to support our ver- 
sion of events later on. Or we might like to review our digital recording 
in an effort to learn from our mistakes. Sometimes, we might review just 
for fun. But clearly, digital memories raise serious concerns of privacy 
and security that can only be partially addressed by technology alone. 

Integration through Organizing Techniques and Strategies 
Approaches to integration are predominantly tool-based and thus are 

generally inspired by developments in technology. But a degree of inte- 
gration can also be accomplished through techniques and strategies that 
make use of existing tool support. As has been noted, people sometimes 
focus on a single form of information and the development of organizing 
structures for this form. Other forms of information are “squeezed” into 
this organization. Everything is printed, for example; or everything is 
sent as an e-mail; or everything becomes a file. 
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Some people create a single organizing schema, which is then applied 
to different forms of information. This prompted Jones (2004) to speculate 
on the possible value of a Personal Unifiing Taxonomy (PUT). A person’s 
PUT would be developed after a review, guided by a trained interviewer, 
of organizations for e-mail, e-documents, paper documents, Web refer- 
ences, and other forms of information. Top-level elements in a PUT would 
represent areas with enduring significance in a person’s life (high-level 
goals, important roles). A PUT would also represent recurring themes in 
the folders and other constructs of various information organizations. 

However, a great deal of work will be required to establish a process 
and lay down principles of PUT development and to determine whether a 
PUT can be maintained over time to realize benefits that compensate for 
the costs of creation and maintenance. In the development of a process 
and principles of PUT development, we might hope to borrow from the 
field of library and information science. For example, many considerations 
that apply to library schemes of classification and their effective, consis- 
tent, sustainable use over time may have relevance to the development of 
a PUT. The larger point is that, in our fascination with the potential of 
new tools and technology, we should not overlook that of improving PIM 
through changes in our techniques, strategies, and habits. 

Conclusions 
PIM activities are usefully grouped according to their role in our 

ongoing effort to establish, use and maintain a mapping between infor- 
mation and need. 

Finding activities move us from a need to information that meets 
that need. Finding, especially in cases where we are trying to re- 
access items in our PSI, is multi-step and problems can arise with 
each step. We have to remember to look, we have to know where to 
look, we have to recognize the information when we see it, and we 
often have to do these steps repeatedly to “re-collect” a set of items. 

Keeping activities move us from encountered information to 
expected future needs for which this information might be useful (or 
a determination that the information will not be needed). Reflecting 
the multifaceted nature of future needs, keeping activities are 
themselves multifaceted. We must make choices concerning loca- 
tion, organizing folder, form, and associated deviceslapplications. 

Meta-level activities focus on the mapping that connects informa- 
tion to need and on meta-level issues concerning organizing 
structure, strategies, and supporting tools. We maintain and 
organize collections of personal information; we manipulate, 
make sense of, and “use” information in a collection; we also seek 
to manage privacy and security and we measure the effectiveness 
of the structures, strategies, and tools we use. 
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One ideal of PIM is that we always have the right information in the 
right place and in the right form, and that it be of sufficient complete- 
ness and quality to meet our current need. Although this ideal is far 
from reality for most of us, the research reviewed in this chapter should 
provide some reason to believe that we are moving in the right direction. 
There is clear interest in building a stronger community of PIM research 
to address the pervasive problem of information fragmentation in the 
practice of PIM. 

Progress in PIM also depends upon overcoming related fragmentation 
in the conduct of PIM-related research. PIM, as an emerging field of 
inquiry, provides a productive point of integration for research that is 
currently scattered across a number of disciplines including information 
retrieval, database management, information and knowledge manage- 
ment, information science, human-computer interaction, cognitive psy- 
chology, and artificial intelligence. Ultimately, improvements in our 
ability to manage personal information should bring improvements not 
only to our personal productivity but also to our overall quality of life. 
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Endnotes 
1. Thirty researchers from these disciplines and with a special interest 

in PIM met to discuss the challenges of, and promising approaches to, 
PIM at a special workshop (see the final workshop report at 
http://pim.ischool.washington.edu). Participants identified the poten- 
tial of PIM to promote a synergistic dialogue between practitioners 
from various disciplines. Another sentiment expressed in several 
ways was that research problems relating to PIM often “fell through 
the cracks” between existing research and development efforts. 

2. In a personal communication, one researcher told me she uses 12 sep- 
arate custom properties and “lives by” her EndNote database. 

3. Certainly some events of finding and keeping involve no observable 
manipulation of information items and, therefore, fall outside the 
focus of PIM. A manager may see a recently hired employee, for exam- 
ple, and experience the need to retrieve his name. She may remember 
that the employee’s name is “Ted” without reference to external infor- 
mation items. (But she might also find out the employee’s name by 
referring to a paper printout that lists names of new employees.) 
Similarly, a salesperson with a facility for remembering telephone 
numbers might choose to commit the telephone number of a new 
client to memory. But if, instead, he writes the number on a piece of 
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paper, he has created an information item to be managed as part of 
his PSI. 

4. The theory of signal detectability (TSD) (Peterson, Birdsall, & Fox, 
1954; Van Meter & Middleton, 1954) has been applied elsewhere to a 
basic question of information retrieval: What does, and does not, get 
returned in response to a user query (see, for example, Swets, 1963, 
1969)? 

5. Given that the cue was effective in eliciting a memory for the Web 
site, success rates were between 90 and 100 percent (across different 
conditions of access frequency). 

6. See, for example, the entry for “meta-’) in the online encyclopedia 
Wikipedia (http://en.wikipedia.orghikUMeta-). 

7. See, for example, the entry for “meta-” in the Merriam-Webster 
Online Dictionary (www.m-w.com/dictionary/Meta-). 

8. For a more complete review of desktop search engines currently avail- 
able for use, see Answers.com (www.answers.com) and then search, of 
course, for “desktop search.” 

9. But we might have good reasons not to  update some copies. We may 
be keeping an older version of an address list. Her name and address 
may appear in an old paper that has already been published and is 
part of our archive. 
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