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CHAPTER 7. DISPLAY, INCLUDING ENHANCEMENT, OF 

TWO-DIMENSIONAL IMAGES

In this chapter the recorded image is assumed to have the form of a single intensity value at each point in a 2D array of image points. Section 7.1 will face the question of what representation of displayed intensity should be used and how the displayed intensity should change as we move across the display scale. Section 7.2 will then face the question of how to assign display scale values to the recorded intensities at each image position. 

7.1 Display Scales
1. Quantitative and classification display: discrete scales

In classification display the viewer's job is to distinguish the class of each pixel corresponding to its recorded intensity. Quantitative display is a special case where individual numeric recorded intensities or recorded intensity ranges form the classes. Probably the most effective form of classification display is interrogative -- the viewer is given a pointing device and the display systems responds with the class name or the quantitative value corresponding to the pixel or region to which the viewer has pointed. However, if such interaction is inconvenient, it may be useful to produce a single image to communicate the classes associated with pixels. 

The class boundaries are assumed to be sharp, and thus the locations in one class should be perceptually distinguishable from those in another. To do this, we can effectively take advantage of the object forming functions of the visual system. From this we see that adjacent ranges of recorded intensities corresponding to different classes should have discontinuously distinct luminances.   Hue and saturation can nicely be used to label the classes as well, with the caveat that the perceived color depends on the spatial pattern and that many viewers will be to some degree color-blind, at least between red and green.

2. Qualitative display: perceptually continuous scales

In qualitative display the viewer's job is to discern patterns of anatomy or physiology from the measurements of a scalar recorded intensity that can in principle vary over a continuous range at each pixel. Because the human visual system is especially sensitive to local, considerable changes in intensity, using them as boundary measurements to form objects, it is important that unimportant changes in recorded intensity not be represented as considerable changes in displayed intensity. Thus, at least the mapping from recorded intensity to displayed intensity should be smooth.

The objective of qualitative display is to optimize the transmission of information about pattern properties in the recorded image. Since the job that we are discussing is display and not image restoration, let us assume that the image has been processed to show the patterns in question with an optimal tradeoff of resolution, noise, and object contrast. More strongly, let us assume that our job in display is to present information as to patterns in the recorded image. Any detail in the image should be assumed to be of potential interest, even though in fact it might have come from noise of imaging. If it is not of interest, it is because the information is not relevant to the task of the viewer, not because the information is not relevant to the scene to be viewed.

Figure 7.1 shows the sequence of stages for two dimensional display, from the point of view of intensity transformations. The middle stage is the display device itself, which includes analog hardware for turning analog intensities into luminances, colors, heights or other perceivable features preceded by either hardware and software for doing the lookup that turns the numeric displayable intensities into analog intensities that drive the analog display hardware. From the point of view of intensity transformations, the display device is characterized by a display scale; the device takes numeric values indicating displayable intensities at each image point and produces displayed intensities on the display scale. In the final stage these displayed intensities are transformed by a viewer into a perceived image. At the beginning of the process the recorded image's intensities must be assigned to intensities on the scale of displayable intensities. This assignment is intended to optimize the contrast of important objects, and it is specified by a function from the recorded intensities to the ideal scale given by the displayable intensities.

Figure 7.1. 

To give a feeling for the range of possible display scales, here are a few possibilities:

1) A grey scale, beginning at black and going through white, with the property that for all intensities on the scale the luminance that is at fraction f along the scale is a fixed multiple of the luminance that is at fraction f-1/n along the scale, for some step parameter n.

2) A grey scale, beginning at black and going through white, with the property that for all intensities on the scale the luminance that is at fraction f along the scale is a fixed increment over the luminance that is at fraction f-1/n along the scale, for some step parameter n.

3) A grey scale, beginning at white and going through black, which is the reverse of black to white scale number 1 above.

4) A grey scale, beginning at dark grey and going through light grey and comprising the middle half of scale number 1 above.

5) A color scale, beginning at black and going through white, with the hue following some specified path through red, orange, and yellow, the saturation following some specified path, and the luminance following the rule in scale 1 above.

6) A height scale, where the intensity is displayed as a surface height proportional to its value, and the resulting surface is written onto a screen using 3D display techniques which transfer a height into a shading and a stereo disparity.

7) A height scale as in scale 6, but where the surface is painted with a combination of hue and saturation that is a function of the height, with the hue and saturation folowing some specified path in the space of hue, saturation possibilities.

Figure 7.2. 

These examples suggest that to specify a display scale, one must specify 

1) the display parameter(s) which are to represent the displayable intensity, e.g., luminance, or color (luminance, hue, saturation), or height. Let us use the symbol f to stand for this collection of features;

2) the path that these parameters must follow. In the case of a single parameter the beginning and the end of the path specify the path, e.g. black to white, white to black, or 0 cm to 5 cm of altitude. With multiple parameters a curve through the multidimensional parameter space must be specified, e.g., a path through the double-cone representation of color space;

3) the speed at which the path is traversed, as a function of position on the path. Scales 1 and 2, for example, differ only in this parameter. For these different scales the luminance corresponding, for example, to the middle of the scale are quite different. 

For single parameter display the basis of comparison of different scales is the discrimination sensitivity that the scale provides. In early work at UNC [1], we attempted to define a number, called perceived dynamic range (pdr), which measures this property. The idea is that a perceptual unit called the just noticeable difference (jnd) is defined and the pdr gives the number of jnd's which the scale provides. The difficulty in doing so is that the jnd depends on the spatial size and structure of the target and background, so the hope to measure pdr's of two scales, even relative to others, in a fully image-independent fashion is unfulfillable. Nevertheless, practice and visual experiments have suggested that it is reasonable to measure jnd's and thus pdr's with a particular, reasonably selected family of targets and backgrounds and that scale choices made on this basis will roughly accord with choices made with other families.

Intuitively if the displayed intensity i + j is just noticeable from a reference displayed intensity i, we call j the jnd for that reference intensity. To define the jnd more strictly, we strictly need to specify target and background structures, the viewing environment, a criterion true positive rate of detection, and a criterion false positive rate of detection. That is, a jnd is a change required by a viewer operating at a certain degree of conservatism to correctly detect the change at a specified (true positive) rate of correct calls. The jnd thus corresponds to an ROC curve passing through a specified (true positive rate, false positive rate) point. The jnd may be a different value for every reference displayed intensity i, so it is given by a function j(i).

Jnd's provide the units for perceived intensity. If P(i) is the perceived intensity corresponding to a displayed intensity i, it can be shown [1] that 
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where imin is displayed intensity on the bottom of the display scale. The perceived intensity corresponding to i = imin is zero. The perceived dynamic range of a display scale is simply the number of jnd's from the bottom of the display scale to the top: pdr = P(imax). 

For display scales which are smooth, one way to increase the pdr is to cycle many times up and back along a particular display scale. But despite increasing the pdr, this does not improve the displayed images because the perceived patterns formed from regions crossing more than one cycle do not correspond to patterns in the recorded image. Similarly, color scales that are not monotonic in luminance produce such misleading patterns despite having large pdr's, because visual object formation in 2D images appears to be largely controlled by the luminance cue.  It is therefore recommended to restrict color and grey display scales to those that are monotonic in luminance. Similarly, scales based on altitude (depth) should be monotonic in this parameter. With such a restriction comparisons on the basis of the pdr seem useful.

The greater the pdr of a scale, the more sensitively it can show intensity differences. Intuitively, sensitivity is a desirable feature, but it has been questioned whether it might not be the case that sensitive display of detail that is irrelevant to the task might not be distracting. That is, might it be the case that if image detail, such as that coming from imaging noise, has an amplitude less than signal contrast, then a lowering the sensitivity with which image intensity changes are shown would decrease the visibility of distracting noise while leaving signal contrast adequately visible? Klymenko [2] has shown experimentally that this is not the case, at least in the situations he measured. In his studies increasing the pdr never decreased the ability of the observer to perform his task of determining the orientation of a small pacman-shaped object. Thus, of available display scales that are monotonic in luminance it is always beneficial to use the display scale with the largest pdr.

Results [3] from psychophysical experiments from nearby but separated square targets in a uniform background on 100 Cd/m2 (30 ftL) monitors with 8 bit DACs demonstrated the pdr for a grey scale as 90 jnd's and for a heated object pseudocolor scale  as 120 jnd's. The pdr for a continuous grey scale over any luminance range can be derived from the Rose-de Vries and Weber's laws. These laws state respectively that in the scotopic or low-luminance range the jnd is proportional to the square root of the luminance of the reference intensity, in the photopic or high-luminance range the jnd is proportional to the reference intensity, and in a luminance range separating these two ranges there is a transition between these two rules. Roughly the Rose-deVries range goes up to 5 x 10-3 Cd/m2, and the Weber range begins about 1 Cd/m2. Barten [4] and Daly [5] give models of these composite jnd functions.  Using these new composite visual models, with the most sensitive targets as parameters, calculated for the luminance range of current high brightness CRT displays suggests significantly higher maximum PDRs, around 500 for high brightness (340 Cd/m2) CRTs, and around 1000 for 3425 Cd/m2 lightboxes [6].  Recent experimental work using 10bit DACs suggests similar experimental results for video monitors (an estimated 300-600 JNDs for 340 Cd/m2), and similar experimental results for lightboxes (estimated 500-700 JNDs, lower than the predicted 1000 JNDs because inaccuracies in reproduction of contrast signal when producing film images limit detection by human observers)  [7].

The constants of proportionality between luminance or its square root and the jnd depend on many factors, including target shape, the spatial scale and intensity of confusing detail (e.g., image noise), the spatial structure of the background, and the time of exposure. These can cause the pdr to vary by up to a factor of 10. Hemminger [8] suggests that display scale choices depend on  the lower envelope of all these jnd curves.   Specifically, they analyzed the family of curves resulting from varying the parameters of the visual models across what is commonly found in medical imaging and after finding similarity in shape of these curves, they proposed using the jnd from the combination of parameters to the Barten visual  model which gives the smallest jnd (the most sensitive discrimination of intensities).  Very similar parameters to the Barten model were proposed by Blume [6].   The Blume and Hemminger proposed parameters were incorported into the Standard Display Function defined by DICOM for medical imaging for the purpose of display standardization.  In the following, reference to the jnd curve will be taken to be to the DICOM GreyScale Standard Display Function [9].

Given a display with a given sequence of the features f mediating intensity, the speed at which we should move along this sequence at each point in the sequence has yet to be specified. Any display scale with the rates specified can be given by a function f(i) from displayable intensity i to displayed intensity f. For any fully specified scale f(i), each monotonic onto function g on displayable intensities on the range [imin, imax] will correspond to a different fully specified scale f(g(i)) with the same sequence. Two separate objectives seem affected by the choice of the traversal speed modification function g. The first objective is the optimization of the effectiveness of image information transmission with respect to the viewing task, i.e., contrast enhancement. As the display scale traversal speed changes along the display scale, the perceived contrast for a fixed distance in displayable intensity changes, and this affects how the image looks. The second objective is the standardization across display systems. It appears desirable that the same image presented on two different displays with the same pdr communicate the same information.

Matters of display system standardization have to apply over all images that will be displayed on the system and all viewing tasks that will be accomplished with it. On the other hand, matters of effectiveness of information transmission are deeply tied up with the particular image and the particular viewing task. Therefore, it appears desirable to separate the standardization objective from the contrast enhancement objective. It is for this reason that figure 1 has separate boxes for contrast enhancement and for intensity lookup. The latter is intended to accomplish the standardization task. The contrast enhancement is intended to produce in the displayable image those contrasts that allow the viewing task to be best accomplished.

A fixed perceptual property needs to be chosen to specify the scale traversal speed modification function g, given a basic scale sequence f(i). At the University of North Carolina much effort has been spent working on perceptual linearization, i.e., arranging the relation between displayable intensity and perceived intensity so that it would be linear. Given the convention that the minimum displayable intensity is called zero, perceptual linearization corresponds to arranging the perceived intensity corresponding to displayable intensity is 
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 for a constant c given by the ratio of the pdr of the display scale and the number range of displayable intensities. Figure 7.3 shows that to accomplish this, we simply need to realize that the display device and observer together apply the intensity transformation P, so we need to precede them by a multiplication by c and an application of the function inverse to P. This fixed function can be applied via lookup, assuming that intensity sampling in the displayable intensity is fine enough (see below). The resulting scale will have a constant jnd function vs. displayable intensity.  Implementation of this lookup correction using discrete values on computer systems has pitfalls, with the result that a careful correction may reduce the available number of contrasts levels.  This is discussed further in the next section.  

Figure 7.3. 

The difficulty in the above argument has already been stated: the perceived intensity function P is not independent of the image and the task. To the extent that the changes due to image and task are linear, the lookup table will not be changed, since c and P-1 will change in reciprocal fashion. However, further work is necessary to determine in which circumstances this change in P due to image and task is linear. To the extent that there is a nonlinear dependence of P on image and task, the separation between contrast enhancement and standardization may seem misguided.  However, for practical purposes, it is very advantageous to be able to standardize across display devices.  Without this, adopted standards for medical image communication, like DICOM, would be meaningless.  Further, once a standard has been decided upon, even if it is not perfect, it is well defined, and provides a perceptually linear response for the display system, so that contrast enhancement algorithms can be applied with the knowledge that a known expected perceptual linear response transfer function will occur on the display system.    As a result, the medical imaging community is currently adopting in practice this separation of standardization and contrast enhancement.  

Grey and Color Scales for Image Presentation

The grey scale going from the darkest luminance producible by the display device to the brightest is the obvious first choice for a single parameter scale for 2D display. Such a display, when viewed in a room with  ambient light

can be thought of as having a scale going from the ambient light level to the maximum screen luminance.  This yields an approximate PDR, since factors such as screen glare, phosphor nonuniformaties, CRT noise, etc, all affect the actual PDR. 

A common assumption is that, for a grey-scale image, reversal of the image can sometimes improve, or at least change, the visibility of objects in the image. If a  display system is perceptually linearized,  the PDR is independent of which direction the scale is presented.  By definition of perceptual linearization, a just noticeable difference is the same whether it runs from black to white or from white to black.

Many display designers have suggested that the pdr could be strikingly increased by the use of a color scale. In that case the display scale will involve a track through the three-dimensional color space. There are many co-ordinate systems for this space, including red-green-blue (the intensity of each of these light primaries for cathode ray tubes (CRT's)) and hue-saturation-intensity (normally shown on a color double-cone). It has been suggested that a path should cover as many hues as possible to optimize the pdr. But many commonly used scales, including scales passing through the colors of the rainbow, have failed to accept the above-mentioned restriction that luminance should be monotonic, and these scales are guaranteed to produce artifacts for qualitative display.  Moreover, because perceived chromanence varies strongly with the form and location of object boundaries and the chromanence of the objects and surrounds, such display scales cannot be counted upon to be seen in a way that is close to the presenter's intentions, and jnd and other experiments based on test patterns cannot be expected to be usable to predict the behavior or the scale with real images. Display designers and users are thus strongly warned against so-called pseudocolor display, the use of single parameter qualitative display scales going over many hues.

A few pseudocolor scales in which the hue change is slow and the luminance is monotonic have been found to have some benefit of increase of pdr without obvious artifacts. One of these with among the highest pdr's is the so-called heated object scale. Also called the hot body scale and the temperature scale, it approximates the colors taken by a black body as it is heated: black-red-orange-yellow-white. It can be produced by monotonically modulating the three color beams in a color CRT. However, this scale increases the pdr over a CRT grey scale by at most 1/3, according to the kind of test pattern jnd experiments described above. This is a modest increase for the extra cost. 

Several authors, including ourselves, have investigated pseudocolor scales other than greyscale as alternatives for increasing the PDR.  However, the evidence to date suggests that observers perform as well, or better using grey scales for clinical tasks [11].  Further, radiologists generally indicate they are much more comfortable using the grey scales.   Until experimental evidence shows a substantal increase in performance due to using a different pseudocolor scale,  grey scale display seems indicated for single parameter qualitative 2D display. Furthermore, for these same reasons, the DICOM standards for medical image presentation are currently limited to greyscale presention

Sampling Issues for Digital (Discrete) Displays

Until now all of the discussions on display scales have assumed that the scale was continuous. This is essentially true for analog displays such as analog filmscreen films displayed on a light box. However, many modern display systems, including laser printed films, video monitors and reflective paper hardcopy are digital and thus have discrete intensity scales. The question of how a continuous scale should be sampled to produce a discrete scale and the number of samples that are necessary must therefore be addressed.

Recall the need for qualititative display scales to be perceptually continuous. From this it can be concluded that successive discrete intensities on a scale must be distinctly unnoticeable when they are in adjacent regions, even when the boundary of these regions is smooth and long. That is, using such a test pattern for jnd experiments, the intensity differences between successive scale intensities should be around a half of one jnd. Finer sampling will not increase perceptibility of displayed objects, and coarser sampling brings with it the jeopardy of artifactual object boundaries. Thus, a perceptually linear scale should be sampled equally, with the number of samples being approximately double the PDR. For a grey scale if we assume under the best circumstances the human observer could see approximately 500 JNDs (9 bits), then this would result in the display device needing to provide 10 bits of standardized response.  This is likely an overestimate of what is required.  To date, little work has been done to quantify how much contrast resolution is required for different clinical protocols.  Sezan [11] found that 8 bits standardized film presentations was sufficient to avoid contouring on a general collection of X-ray protocols.  Similarly,  Hemminger found 7 bits on standardized film and video presentations sufficient to avoid contouring artifacts on mammograms [7].  Thus,  it is likely that between 8 and 10 bits will be required on the display system DAC.  

Unfortunately, many scales are far from perceptually linear. An example is the raw scale of many digital grey scale devices; the bottom 15% and the top 10% are frequently far from perceptually linear. If in this case the voltages driving the scales are to be uniformly sampled, the number of samples will need to be small enough so that the smallest inter-sample perceptual difference is a fraction of a jnd. Hemminger studied existing video and laser printed film displays and found that in general a resampling of the characteristic curve of the display system to closely approximate the perceptual linear DICOM Standard Display Function required reducing the contrast resolution by a factor of 2 [8].  Thus, for instance, in order to accurately achieve 8 bits of contrast on a display system, it required starting with 9 bits of contrast in the display system.

7.2 Assignment of Display Scale Intensities to Recorded Intensities* 

Given a display scale and a 2D recorded image of a single parameter, the remaining step in the display process is the rule by which the recorded intensities of the original image are mapped to the display scale intensities (see figure 7.1). When performed explicitly, this step is called contrast enhancement. This name suggests that it is an optional step, that there exists an unenhanced displayed image. In fact, this step is not optional. To produce an image that a viewer can look at, the assignment must be done. The issue is simply whether we will do it better or worse. 

The confusion has arisen from medical imaging systems in which the display is entangled with the acquisition. For example, in ordinary (analog) radiography the film is exposed by light scintillations generated directly from the transmitted x-rays, and to determine properties of the display the viewer only has the choice of film type,  development procedure, and lightbox intensity. But even these choices give different images, i.e., different contrast enhancements. With digitally acquired images the choice of contrast enhancements is simply more flexible.

After the contrast enhancement mapping is performed, the image undergoes further transformations, first within the display system and then in the human visual system. The effective design of contrast enhancement mappings requires a thorough understanding of these transformations. It would be ideal if the display device/observer combination could be made linear, so that equal differences in display scale intensity would be perceived as equally different. Methods for attempting to achieve this linearity given an appropriate model of luminance perception and difficulties in doing so have been discussed in the previous section.  However, ultimately, the step of standardizing the display scale and assigning intensities to it both depend on the spatial structure of the image (the target and its context) and of human visual perception, so it makes limited sense to separate the display scale rate and contrast enhancement determinations. Thus the contrast enhancement step needs to concern itself with mapping to an arbitrary well-constructed display scale.

In this chapter we first present a survey of contrast enhancement techniques, concentrating on locally adaptive methods. Classical adaptive methods have centered on the calculation of various statistics of the local intensity distribution and the use of these to amplify local contrasts. More recently, methods have been developed which attempt to take explicit account of local image structure in terms of objects, especially object edges.  These methods are based on advances in our understanding of human visual perception. 

The notation used here is that i is the recorded intensity to be assigned and I is the displayable intensity that is the result of the contrast enhancement.

1. Global (Stationary) Contrast Enhancement

A global or stationary enhancement mapping is an intensity transformation based solely on the intensity of each pixel:  I(x,y) = f(i(x,y)). The goal is to find a function that best utilizes the full range of display grey levels. Among these methods are intensity windowing, histogram equalization and histogram hyperbolization.

If we identify a subrange of image grey levels corresponding to features of interest, this subrange can be expanded linearly to fill the full range of intensities (see figure 7.4). This technique is called intensity windowing. Pixels whose values fall outside the selected range are mapped to the minimum or maximum level. This technique is commonly used in the presentation of CT images. For example, in chest CT images, a "lung window" and a "mediastinum window" are chosen and applied, producing two images. These two images are then viewed side-by-side by the radiologist. This method has the advantage of being easily computed and can be made interactive by an implementation which directly manipulates the lookup table of the display device. One difficulty is that objects occupying widely separated areas of the intensity range cannot be well presented in a single image. A perhaps more serious difficulty is that the perception of object boundary locations can depend critically on window selection (figure 7.5).

Figure 7.4. 

Figure. 7.5.  

While fixed intensity window choices are appropriate for CT images where the pixel values are Hounsfeld units and represent physical 3D locations, in standard Xrays where the pixels represent projections from 3D to 2D, this type of relationship may not hold.  Intensity windowing in such situations needs to be able to accomodate shifts or changes in shape of the histogram due to differences in acquisition parameters and projection angles.  The most common technique for dealing with this is histogram based intensity windowing techniques, which attempt to recognize the shape and location of the histogram, in order to localize the intensity window to the appropriate range of contrast values for each individual image.  Such techniques are becoming more common with the advent of digital scanners (Computed X-ray, direct digital mammography, etc).  An example depicting histogram based recognition of the breast tissue in a mammogram is shown in figure 7.6. Taking this approach a step further, another related method is to recognize the individual components of the histogram, in order to more accurately choose the intensity windowing based on specific components.  For instance a general histogram based intensity windowing technique may accurately recognize an appropriate window for "overall" breast tissue, while a technique that recognized the individual components of the breast (background, uncompressed fat, fat, dense, muscle) would be able to provide intensity windows tuned specifically to dense areas of the breast, or to combinations of components (for instance fatty and dense areas of the breast).  An example of this approach using mixture modeling [12] to intensity window the dense part of the breast is shown in figure 7.7.

Figure 7.6 (HIW) and 7.7 (MMIW) mammography images.

Cormack [13] argued that  should be chosen to maximally transmit information as to scene intensity values. In the case of noise-free, high resolution imaging and display, the probability of a display scale intensity p((i)) is equal to the histogram of displayable intensities.  Assuming that intensities equally far apart on the display scale are equally discernible (the display scale is linearized), the information increase by looking at (coming to know the value of) an image intensity is maximized by maximizing the average displayed intensity uncertainty before viewing, a property which occurs when p((i)) is flat, i.e., a constant function of displayable intensity (i).  Thus, on the assumption that intensities that are adjacent on the display scale are separated by a fixed number of jnd's and on the (very poor) assumption that intensity values are uncorrelated, so that what is right for coming to know the value of a single pixel is right for the collection of pixels, it follows from the above that flattening of displayed intensity histogram optimizes the image information increase to the viewer. 

This flattening of the histogram of intensities in the whole image is called global histogram equalization . In this method, a pixel's grey level is mapped to its rank in the intensity histogram of the entire image, scaled so that the output image fills the full range of intensities. The enhancement mapping is thus proportional to the cumulative distribution function of the recorded image intensities. The result is that intensity values having greater numbers of pixels will be allocated a greater number of display levels, and the resulting histogram will be as flat as possible.  Intensities that occur less frequently in the global histogram can combine with adjacent intensities into a single displayed intensities, resulting in a loss of contrast for the less frequently occuring intensities, but according to the theory above this loss is more than compensated for by the greater sensitivity to changes in the other parts of the recorded intensity range (figure 7.8). Limitations of the flattening due to discrete recorded and displayable intensities can cause some difficulties of overcompression of the infrequently appearing intensities, but these problems can be limited by adjustments of the algorithm.

Figure 7.8.  

In histogram hyperbolization [14], a transformation of intensities is sought that results in a flat histogram of perceived intensities. Since the luminance response of the first stage of the human visual system is approximately logarithmic, Frei argued that the shape of the histogram of displayed intensities should be approximately hyperbolic. Essentially, what is sought is histogram equalization after the effect of retinal processing. Thus a histogram-equalized image presented on a perceptually linearized display should result in perceived brightnesses very close to those of a histogram-hyperbolized image displayed without linearization. This approach assumes a display device the luminance output of which is linear in displayable intensity, not a common occurrence. Its main weakness is the strong dependence of our visual system on local object structure; brightness (perceived luminance) is not a logarithmic function of luminance. 
2. Adaptive Contrast Enhancement

An adaptive contrast enhancement mapping is one in which the new intensity value for a pixel is calculated from its original value and some further information derived from local image properties: 

I(x,y) = (i(x,y), D(x,y)) = (i(x,y)),

where N(x,y), the contextual region, is some spatial neighborhood of (x,y) in the image which includes the pixel of interest (see figure 7.9) and D(x,y) is some collection of measurements over N(x,y). For computational efficiency, it is most usual for N to be a square region centered on (x,y), but as we shall see, this need not be the case. Furthermore, the size and shape of the contextual region may itself vary throughout the image, based on either local statistics or local structural information.

Figure 7.9. 

The reason for contrast enhancement being adaptive is that the visual system perceives an object according to the shape of the object, its contrast with its local background, the structure of that local background, and variations of intensity within the object. To maximize perceivability of all changes, it is desirable to bring all contrasts within and in the vicinity of the object to a high value while making these local contrasts monotonic with to the information they transmit. At the same time there is no benefit to concerning oneself with global interluminance relationships, due the the weak abilities of the visual system to perceive such relationships. The dependence of perception on local contrasts means that specifying the display contrast between local objects and distant objects does not change what will be perceived as objects. While there is some ability to compare absolute intensities at a distance, and these relationships will be disturbed by arbitrary changes of the relation of intensities at a distance, the visual system cannot be trusted to determine absolute intensities because the object structure strongly affects perceived brightnesses. It follows that it is usually a mistake to insist that globally even which of two spatially distant intensities is the larger be maintained under contrast enhancement. Rather, only appropriate local relationships should be optimized, as discussed above.

Any adaptive contrast enhancement method with a fixed sized contextual region will produce a sort of shadowing artifact at sharp high-contrast boundaries. As the pixel moves towards the boundary, the contextual region passes across the boundary, and within the contextual region there is an exchange of pixels on one side of the boundary for those on the other side. That is, the average intensity of the context gets sharply lighter and lighter (darker and darker) as the center pixel on the dark (light) side of the boundary is moved towards the boundary. Thus relative to its context, the center pixel will get darker and darker (lighter and lighter) as that pixel on the dark (light) side of the boundary is moved towards the boundary, so the result of the adaptive mapping will have the same behavior.  Figure 7.10 shows the general shape of the so-called edge shadowing behavior that results.

Figure 7.10. 

This problem is common to all algorithm methods based on a contextual region including a sharp edge. This  leads to a display mapping which can change too quickly with image position. Chan [15] has suggested a method of explicitly controlling this rate of change of the mapping with image position.

Many adaptive contrast enhancement methods can be viewed as some variation of detail amplification (high-pass filtering). The oldest and most widely-used of these is unsharp masking. Known in its photographic form for at least sixty years, unsharp masking has also been applied to digital images.  It is defined as

I(x,y) = (i(x,y) - i*(x,y)) + i*(x,y),


 = (i(x,y) + (-1)(i*(x,y)),

where i*(x,y) is a positively weighted average of intensities over the contextual region and  is a constant gain factor. i*(x,y) is referred to as the background image since it represents the smooth backround to the image detail. The term (i(x,y) - i*(x,y))  is a high-frequency component referred to as the detail image.  A  between 0 and 1 results in a smoothing of the image, and the values of  greater than 1 that are normally used in contrast enhancement result in emphasis of the detail image. Unsharp masking has been applied and tested with varying but frequently good success on a wide range of medical images [16,17]. It has a noticeable contrast enhancing effect on edges, but when the gain factor is high enough to present very small details well, ringing (edge-shadowing) artifacts are introduced across strong edges, and breakup of image objects can occur (figure 7.11).

Figure 7.11 

Note that while unsharp masking is frequently viewed as a shift-invariant linear filtering process, when viewed as a contrast enhancement it is adaptive, i.e., context-sensitive. It needs to be understood that sharpening (filtering) and contrast enhancement are two complementary ways of looking at the same process. In the former there is a focus on the spatial relations between pixels and the intensity relations come along for the ride, whereas in the latter there is a focus on the intensity relations between pixels, and the spatial relations are secondary.

Unsharp masking can be generalized in a number of ways. One way is to replace the constant gain with  separate weights for the background and detail terms:

I(x,y) = A(i(x,y) - i*(x,y)) + B(i*(x,y)).

An example of a method using this formulation is the  statistical difference filter [18,19]. In this method, A is chosen so that the variance within the contextual region is made as nearly constant as possible, subject to a preset maximum gain to avoid over-enhancement of areas of very small standard deviation. B is a constant which serves to restore part of the background component.  The method has been shown to produce objectionable artifacts, and finding suitable values for the weighting factors, the maximum gain and the window size proves difficult.

Mulitscale Image Contrast Amplification (MUSICATM) [20]  is an algorithm based on a multiresolution representation of the original image. The image is decomposed into a weighted sum of smooth, localized, two-dimensional basis functions at multiple scales. Each transform coefficient represents the amount of local detail at some specific scale and at a specific position in the image. Detail contrast is enhanced by non-linear amplification of the transform coefficients. An inverse transform is then applied to the modified coefficients. This yelds a uniformly contrast-enhanced image without artifacts ( see figure 7. 12 for an example). 

Figure 7.12

Another well accepted adaptive method generalizes histogram equalization to local context. In adaptive histogram equalization (AHE) [21, 22], the histogram is calculated for the contextual region of a pixel, and the transformation is that which equalizes this local histogram. Its development is logical both from the point of view of optimization of information, the basis for histogram equalization, and of the local sensitivity of the human visual system. It gives each pixel an intensity which is proportional to its rank in the intensity histogram of the contextual region centered at that pixel. AHE provides a single displayed image in which contrasts in all parts of the range recorded intensities can be sensitively perceived. AHE has demonstrated its effectiveness in the display of images from a wide range of imaging modalities, including CT, MRI and Radiotherapy portal fims.

The size of the contextual region used is a parameter of the method. Generally, the contextual region should be proportional to the size of the objects or object details to be visualized from the image. For 512  512 CT or MR or radiographic images, contextual regions of between 32  32 and 64  64 have been found to be the best for clinical use.

AHE as it stands requires the computationally expensive process of computing a histogram for every pixel. Algorithms have been developed for streamlining this process while not changing the result [23, 24], and for fitting this process on parallel processors [25,26], with only minor effects on the results. A great speedup on sequential machines has been achieved by interpolative AHE, in which the histogram and thus the local function  is computed for only a sample of pixels and the value I(x,y) is bilinearly interpolated from the results of (i(x,y)) for each of the  appropriate for the nearest pixels in the sample [24]. However, interpolative AHE has shown to produce certain artifacts that are in some cases damaging, so full AHE is to be preferred if the time or the parallel machine it requires can be accepted.

While providing excellent enhancement of the signal component of the image, AHE also enhances noise, as it should if the perceptual task is to view all recorded image information. In addition, as with all adaptive methods with a fixed contextual region, shadowing of strong edges can occur in certain types of images.  Contrast-limited adaptive histogram equalization (CLAHE) [24] was designed to lessen these behaviors, in those cases when the perceptual task leads to the desire to ignore salt-and-pepper noise. CLAHE proceeds from the realization that overenhancement of noise occurs when the recorded intensity is approximately uniform in the contextual region. This nearly constant intensity reflects itself in a large peak in the contextual region's histogram, and this in turn leads to a high slope in the cumulative histogram. Since the slope of a normalized version of the cumulative gives the degree of contrast amplification, that amplification is great when the contextual region has nearly constant intensity. Moreover, the main contrast to be amplified there is that due to noise. This reasoning suggests that the enhancement calculation be modified by imposing a user-specified maximum on the  the height of the local histogram, and thus on the slope of the cumulative histogram which defines the contrast amplification in that region (see figure 7.13). This is exactly what CLAHE does, except that an additional normalizing transformation must be done, as discussed in the next paragraph. The enhancement is thereby reduced in very uniform areas of the image, which prevents over-enhancement of noise. At the same time lowering the contrast amplification reduces the edge-shadowing effect of unlimited AHE (see figure 7.14). More about this will be said later. 

Figure 7.13. 

For any contrast enhancement function  that maps the full range of i (in the contextual region) to the range of displayable intensities, the modification of  by limiting its slopes will lead to a function that does not map to the full range of displayable intensities. Some renormalization is necessary achieve a mapping to the full range. Basically, what needs to be done is to replace parts of the histogram that has been clipped off by the limitation in contrast amplification. The renormalization that produces a minimum change in the maximal contrast amplification due to the renormalization is achieved by adding a constant level to the histogram so that its area is returned to its value before the clipping, or equivalently by adding a constant to the slope of the cumulative histogram, which for histogram equalization is proportional to . The result of adding a constant to the slope of the mapping is equivalent to adding a multiple of the original image into the image mapped by the unrenormalized cumulative histogram. In fact, it is best for this constant to be added only to histogram bins that have a nonzero contents to make the method insensitive to pixels with strongly outlying intensities. 

Figure 7.14. 

Another method for limiting the shadowing problem was discovered by Rehm [27] in the context of high resolution digital chest radiographs.  Her solution is a variant on unsharp masking. Instead of amplifying the detail image by multiplying it by a constant before adding it back to the background image, she applied CLAHE to (only) the detail image before adding a multiple of the result back. The limited excursions in intensity in the detail image and the limited edge-shadowing of CLAHE with heavy histogram height limitation lead to limited edge shadowing in the final result.
3. Methods Incorporating Object Structure
The local image structure in terms of object geometry plays a crucial role in our perception of contrast. Enhancement techniques that incorporate local object geometry are a logical result.  There are two ways in which the above methods may be extended to include object information. One is to change the enhancement calculation itself; the other is to change the contextual region over which the calculations are done. Examples of each of these approaches are presented below.

An interesting extension of the two-coefficient generalization of unsharp masking [28] chooses the coefficients to produce a local contrast modification based on the detection of edges within the contextual region. In essence, the recorded intensity of a pixel is weighted by the local edge strength at that pixel as computed by the Sobel, Laplacian or other edge operator. These edge-weighted values are then used in the calculation of the local . This method has an edge-enhancing effect.

Several ways have been proposed of adjusting the contextual region over which the contrast enhancement is calculated. The idea is to adaptively restrict the local context to that which is relevant to perception of the pixel under consideration. Exactly what constitutes relevance in this sense depends to a large extent on the visual model that is employed, but it is certain that perceived object boundaries are important in defining relevant context. 

Gordon's version of two-coefficient generalization of unsharp masking [29] has been extended by introducing a limited set of different window sizes, and choosing the appropriate size on a pixel-by-pixel basis throughout the image. This is done by analyzing how the contrast function changes across these different window sizes. As the window size increases, the contrast of a central object will increase until the inner window just covers the object. This window is then used to calculate the enhancement. Even by restricting the available windows to a few possible sizes, the computational burden is large. Moreover, the use of square windows limits the ability to adapt to actual image structure.

Kim  and Yaroslavskii [30] propose analyzing the local histogram to define a subset of the contextual region and determining the enhancement mappings from the histogram of this subset only. One method uses only that portion of the histogram of the contextual region which falls within a certain intensity range surrounding the value of the center pixel.  To the extent that nearness in the histogram or nearness in absolute intensity corresponds to closeness within the image, this has the effect of restricting the calculations to within object boundaries. The method unfortunately may result in a contextual region of disconnected pixels. Moreover, while the contextual region does indeed change across the image, the overall window size remains fixed. To be entirely satisfactory, an adaptive neighborhood must both have some mechanism for responding to object boundaries and also not be limited by an imposed overall shape. Two methods which meet both these criteria are now examined.

In designing an effective variable contextual region calculation, we seek some way of determining the relevant context. The context is the local object and its near background. The very variable conductance diffusion (VCD) that produces object formation also gives a measure of relevance of one pixel to another, thus offering a way of producing truly object-sensitive contextual regions.

One way of using VCD is called sharpened histogram equalization (SHAHE)  [31],  the background image of an unsharp masking is formed using VCD, and the resultant unsharp masking is followed by CLAHE.

The form of VCD used diffuses intensity according to a conductance determined by the rate of change of intensity. That is, conductance is lower in regions with high rate of change of intensity (near edges) than in those where intensity is more homogeneous. The scale at which intensity change should be measured at the beginning part of the diffusion determines what spatial degree of edge coherence is necessary for the location to form a significant degree of insulation.

SHAHE is a somewhat ad hoc combination of the ideas of object-sensitive contrast enhancement, but to date it produces the best results. It is the only method known to the author that has been proven to make a clinically significant difference, namely on radiotherapy portal films [32]. The method is diagrammed in figure 7.15. VCD is used to define the background region in unsharp masking. The standard unsharp masking formula is used, but the backround i*(x,y) is produced using a variable rather than fixed contextual region. The background thus reflects a relatively small blurring of high contrast, sharp edges while keeping a relatively large blurring of low-sharpness or low-contrast edges. This means that the detail image shows a strong sharpening of the weak edges while maintaining the sharpness but decreasing the sharpness of the strong edges. The step amplifying the detail image and adding back the background  thus results in a relative increase in the enhancement of small details while producing no overshoot or even an undershoot along the edges. This is exactly what is needed to counteract the shadowing effect of CLAHE. Thus when CLAHE with a significant contrast enhancement limitation is applied (thus itself resulting in low shadowing) to the result of the unsharp masking, a high contrast result without much edge shadowing is produced.

Figure 7.15.

Figure 7.16. 
4. Quality of contrast enhancement methods
The ultimate test of any contrast enhancement method designed for use with medical images is whether or not it provides increased diagnostic accuracy or efficiency in a clinical setting. In choosing among contrast enhancement methods, we must generally be content with some approximation to this test. Most frequently, enhanced images are judged purely subjectively. Unfortunately, there is a lack of correlation between performance as an observer executing a viewing task and subjective rating of image quality. Thus, observer experiments comparing different enhancement techniques have become an important part of the field. Enhancement methods are often compared on the basis of their ability to increase detectablity of either standard test patterns or very subtle artificially-produced lesions imposed on real medical images. This detection task is certainly important for many imaging modalities, but may not be the most important in every case. Boundary localization, shape characterization and comparison of absolute luminances are some viewing tasks which may be of importance. It may take a considerable amount of training for the clinician to effectively use images processed by means of these enhancements.

Another task-related matter is how noise is treated. Noise is unwanted image detail, so its definition depends on what detail is wanted, as well as what is known about the properties of the image-formation process. With such a decision, the contrast enhancement must be chosen not simply to convey signal differences, but to convey them relative to noise. 

If one does not understand the effect of the display system, one cannot design contrast enhancement mappings which best present the information of the recorded image to the human observer. We cannot control the processing that takes place inside the human visual system; indeed we design our contrast enhancement methods to best match this processing as we understand it. But non-linearities in the display system can confound the most carefully-designed enhancement mapping, and these effects can and must be controlled. Standardization of display systems is absolutely critical, especially when comparing different contrast enhancement ideas.

We have discussed these techniques without paying particular attention to the cost of computing them. Certainly, for a method to be usable in the real world, the implementation must be relatively fast, even real-time. Many of the methods discussed above, particularly the adaptive ones, have in the past been too computationally expensive to be clinically valuable. However, many algorithms are approaching realtime computation speeds as general purpose computers become more powerful.  Furthermore, in most cases specialized hardware optimized for a specific method, would be capable of real-time computation of that method.  


We have presented a survey of recent advances in contrast enhancement techniques, and tried to give some indication of the importance of an accurate visual model in the development  of these techniques.  As better models of human visual perception are formulated, we will be able to design contrast enhancement methods which more effectively complement  our perceptual capabilities.
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